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Abstract: Pangu is an Al-based model designed for rapid and accurate numerical weather
forecasting. To evaluate Pangu’s short- to medium-term weather forecasting skill over
various meteorological parameters, this paper validated its performance in predicting
temperature, wind speed, wind direction, and barometric pressure using data from over
2000 weather stations in China. Pangu’s performance was compared with ECMWEF-HRES
and GFS to assess its effectiveness relative to traditional high-precision NWP models under
real meteorological conditions. Furthermore, the more recent FuXi and FengWu models
were included in the analysis to further validate Pangu’s forecasting skill. The study
examined Pangu’s forecast performance from spatial perspectives, evaluated the dispersion
of forecast deviations, and analyzed its performance at different lead times and with various
initial fields. The iteration precision of Pangu’s four forecast models with lead times of
1h,3h, 6h,and 24 h was also assessed. Finally, a case study on typhoon track forecasting
was conducted to evaluate Pangu’s performance in predicting typhoon paths. The results
indicate that Pangu surpasses traditional NWP systems in temperature forecasting, while
its performance in predicting wind direction, wind speed and pressure is comparable to
them. Additionally, the forecast skill of Pangu diminishes as the lead time extends, but
it tends to surpass traditional NWP systems with longer lead times. Moreover, FuXi and
FengWu demonstrate even higher accuracy compared to Pangu. Pangu’s performance is
also dependent on initial fields, and the temperature forecasting of Pangu is more sensitive
to the initial field compared with other meteorological parameters. Furthermore, the
iteration precision of Pangu’s 1 h forecast model is significantly lower than that of the other
models, but this discrepancy in precision may not be prominently reflected in Pangu’s
actual forecasting process due to the greedy algorithm employed. In the case study on
typhoon forecasting, Pangu, along with FuXi and FengWu, demonstrates comparable
performance in predicting Bebinca’s track compared to ECMWF and outperforms GFS in its
track predictions. This study demonstrated Pangu’s applicability in short- to medium-term
forecasting of meteorological parameters, showcasing the significant potential of Al-based
numerical weather models in enhancing forecast performance.

Keywords: numerical weather prediction; deep learning; weather forecast; prediction skill

1. Introduction

Accurate weather forecasts and the acquisition of precise meteorological parame-
ters are essential in various fields such as agriculture, transportation, energy generation,

Remote Sens. 2025, 17,191

https://doi.org/10.3390/rs17020191


https://doi.org/10.3390/rs17020191
https://doi.org/10.3390/rs17020191
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://orcid.org/0000-0003-2899-7677
https://doi.org/10.3390/rs17020191
https://www.mdpi.com/article/10.3390/rs17020191?type=check_update&version=1

Remote Sens. 2025, 17,191

20f21

disaster preparedness, and outdoor events. In recent years, weather forecast products
have continually undergone advancements in numerical models, initial conditions, resolu-
tions, data assimilation, and computational power [1-4]. Nowadays, traditional numerical
weather prediction (NWP) models remain the primary means for obtaining the most ac-
curate weather forecast parameters. Among them, the Integrated Forecast Systems (IFS)
of the European Centre for Medium-range Weather Forecast (ECMWF) and the Global
Forecast System (GFS) of the National Centers for Environmental Prediction (NCEP) of the
United States are considered two of the most renowned leading global NWP systems. They
provide forecasts at different resolutions and for multiple time ranges. These traditional
numerical weather models (designated as physical models herein) are realized using the
laws of physics by optimally merging earth system observations and short-range forecasts
through data assimilation. However, improving the data volume and resolution of these
models requires a proportionate increase in computational cost, which has persistently
hindered their development.

Over the past couple of years, the rapid advancements in the field of artificial intelli-
gence (Al) have led to the emergence of numerical weather models based on deep learning,
marking a significant revolution in numerical weather forecasting. Owing to their lower
computational cost and relatively high reliability, employing Al-based numerical weather
models as an alternative to traditional NWP models for weather parameter prediction
under similar initial conditions is a dependable choice as well. The Al-based NWP models
have broadly undergone three distinct developmental stages. In the first stage, artificial
neural networks (NNs) demonstrated their potential for applications in meteorological
forecasting, effectively capturing nonlinearity in systems. Numerous examples exist of
NNs being employed to predict specific meteorological variables and phenomena [5-8].
Additionally, ongoing efforts are being made to apply NNs to the post-processing of dy-
namical model output to enhance operational weather forecasts [9,10]. In the second stage,
the neural network frameworks used for model training became increasingly sophisticated,
with a gradual increase in training parameters. For instance, Weyn et al. [11] introduced a
significantly improved data-driven global weather forecasting framework utilizing a deep
convolutional neural network (CNN) to predict several basic atmospheric variables. This
model demonstrated superior performance compared to a coarse-resolution dynamical
NWP model for short- to medium-range forecasting. Rasp et al. [12] developed a deep
residual CNN (Resnet) to predict geopotential, temperature, and precipitation at a 5.625°
resolution up to 5 days ahead. When compared to physical models, the Resnet achieved
comparable scores at a similar resolution. However, the accuracy of these models still
noticeably lagged behind that of traditional NWP models. The third stage, which is the
most rapidly evolving period for Al-based NWP models, features more systematized and
refined model construction, as well as continuous improvements in resolution and training
data volume. Keisler [13] first implemented a graph neural network (GNN)-based model
and reported that it performs well, with forecasting capabilities comparable to operational
physical models when evaluated at 1° scales and using reanalysis data for initial conditions.
Pathak et al. [14] developed FourCastNet based on the Adaptive Fourier Neural Operator
model, enabling high-resolution forecasts at 0.25°. They claimed that FourCastNet matches
the forecasting accuracy of the ECMWE-IFS at short lead times (the time difference between
input and output) for large-scale forecasting while surpassing IFS for small-scale forecast-
ing. Bi et al. [15] introduced the Pangu-Weather (referred to hereafter as Pangu) model,
which is based on the design of the 3DEST architecture and the hierarchical temporal aggre-
gation strategy for medium-range forecasting. According to their analysis, Pangu generates
superior deterministic forecast results on reanalysis data compared to the ECMWE-IFS
and excels at forecasting extreme weather events and ensemble weather forecasts. Lam
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et al. [16] presented GraphCast, which is based on a GNN. Their experimental results
indicated that GraphCast outperforms the most accurate operational deterministic systems
across most verification targets. Similarly, other models, such as SwinRDM [17], FuXi [18],
FengWu [19], and ClimaX [20], have also shown promising results. These models are built
upon the availability of high-quality, multi-decadal Earth system reanalysis training data,
such as the ECMWF ERADS reanalysis data [21].

Pangu, as a representative Al-based model, is open source for non-commercial
use [15,22]. Several studies have been conducted to validate its forecasting skill.
Bonavita [23] argued that Pangu’s forecasts do not have the fidelity and physical con-
sistency of physics-based models and its advantage in accuracy on traditional deterministic
metrics of forecast skill at longer lead times can be partly attributed to these peculiarities
(which are called the “double penalty” effect). However, this advantage comes at the cost
of reduced interpretability and trustworthiness of the model. Cheng et al. [24] evaluate the
compatibility of Pangu with traditional NWP models, and their test results indicate that
Pangu can generate results that are comparable or superior to the original NWP products
when using the operational analyses from various operational NWP systems as inputs.
Furthermore, the quality of Pangu’s forecasts improves as the quality of the initial condi-
tions increases. Hakim et al. [25] tested Pangu on a set of four canonical experiments aimed
at probing its dynamical response to local perturbations. The results suggest that Pangu
encodes realistic physics for the experiments considered, thus motivating future basic
research using this tool. Xu et al. [26] verified the performance of Pangu in predicting the
unprecedented rainfall in North China during late July and early August. Building on this,
they introduced an Al-driven model, Pangu-WRE, which integrates Pangu Al forecasts into
the regional Weather Research and Forecasting (WRF) model. This approach demonstrates
improved accuracy in predicting rainfall patterns for extreme weather events.

The forecasting and acquisition of meteorological parameters for short- to medium-
term periods are crucial in the field of weather forecasting. These parameters are essential
not only for daily weather assessments but also for providing foundational data for vari-
ous related disciplines. By analyzing meteorological factors such as temperature, relative
humidity, wind, and pressure, we can deepen our understanding of meteorological phe-
nomena, atmospheric variations, and sky conditions. Additionally, numerous studies can
be conducted, such as estimating global solar radiation in a specific region [27,28] and
calculating precipitable water vapor in the atmosphere [29,30]. However, to date, few
studies have systematically analyzed the feasibility, data quality, and performance of short-
to medium-term meteorological parameter forecasts by Al-based models like Pangu, using
specific weather station observation data. This paper will focus on the surface meteorologi-
cal parameters forecasted by Pangu. The performance of Pangu’s forecasts will be analyzed
based on the observed data from over 2000 weather stations in China. High-precision
forecast products from ECMWF and GFS will be used for comparative analysis. Through
this examination, we aim to gain further insight into the capabilities of the Pangu model in
forecasting meteorological parameters in the short- to medium-term.

Following the introduction of the current Section 1, the paper continues with the data
resources and methodology shown in Section 2. The precision analysis of the Pangu model
is detailed in Section 3, specifically focusing on its performance in relation to different
meteorological parameters, variations based on lead times, and the impact of initial fields
on forecast precision. The discussion is given in Section 4.
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2. Data and Methods
2.1. Study Area and Proposed Model

In order to test the forecast performance of Pangu, this paper utilizes the observation
data from over 2000 stations published by the National Meteorological Center of mainland

China (http://www.nmc.cn/) (accessed on 7 June 2024) as true values of the performance
test, as shown in Figure 1.
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Figure 1. Distribution of regional weather stations in China.

ECMWE-IFS [31] is widely regarded as the most accurate global weather forecast
model. A wide range of ECMWEF’s high-resolution forecast (HRES) data across the globe
has been made accessible since 25 January 2022, with a 6-h time interval and a spatial
resolution of 0.4°, making these “open data” freely available to anybody interested in them
(https:/ /confluence.ecmwtf.int) (accessed on 7 June 2024). The HRES data used to obtain
atmospheric fields can be categorized into two types based on the forecast initiation time,
lead time, and specific resolution: the operational high-resolution forecast (‘oper’), available
at 00Z and 12Z, which has a temporal resolution of 3 h for lead times ranging from 0 to
144 h and 6 h for lead times between 144 and 240 h; and the short cut-off high-resolution
forecast (‘scda’), available at 06Z and 18Z, which maintains a temporal resolution of 3 h for
lead times between 0 and 90 h.

GFS [32], like ECMWE-IFS, also known as one of the world’s most accurate NWP
models, can provide global forecasts on every 6 h base time (available at 00Z, 06Z, 127, and
18Z7) and at a spatial resolution of 0.25° (https://nomads.ncep.noaa.gov/) (accessed on
7 June 2024). The forecast lead time ranges from 0 to 384 h, with a temporal resolution of
3 h for lead times between 0 and 240 h, and 6 h for lead times between 240 and 384 h.

Pangu [15], part of Huawei Cloud’s series of pre-trained Al models, is a robust
Al-driven weather forecasting system that delivers strong deterministic results at hourly
increments. Trained on 39 years of ERA5 data (1979 to 2017), it employs a three-dimensional
Earth-specific transformer (3DEST) architecture to incorporate Earth-specific priors into
deep networks. Pangu can generate 69 factors, including 5 upper-air variables at 13 pressure
levels and 4 surface variables, with a spatial resolution of 0.25°. When assessing forecast
skill, Pangu is considered capable of producing superior deterministic forecasts compared to
the world’s leading NWP system, ECMWLF’s operational IFS, while also being much faster.
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FuXi [18] and FengWu [19] are two other advanced Al-based weather models devel-
oped after Pangu, designed to enhance weather predictions by leveraging machine learning
techniques. Both models provide global forecasts on a 6 h time interval, with a spatial
resolution of 0.25 degrees. As Al-based weather forecast models continue to evolve rapidly,
it is also a point worth discussing whether the accuracy of the later models, FuXi and
FengWu, will surpass that of Pangu.

Based on the observed values reported by weather stations, Pangu will be compared
with ECMWEF and GFS in terms of short- to medium-range predictions to testify whether
this Al-based model can outperform traditional NWP models. This study only focuses
on the surface variables of the three models, namely, 2 m temperature, u-component of
10 m wind speed, v-component of 10 m wind speed and mean sea level pressure. When it
comes to the selection of the time period for the study, the observed value from the weather
station is chosen for the period from 30 October 2023 to 5 November 2023, with a temporal
resolution of 3 h. The initial fields” timepoints for the ECMWE, GFS, and Pangu models are
chosen as shown in Figure 2. It is worth noting that the maximum lead time available for
the ECMWEF is 10 days, which is shorter than that of the other models. Therefore, to ensure
fair comparison in subsequent statistics, the lead time for the forecasts from both the GFS
and Pangu models will also be limited to within 10 days. Moreover, the Al-based FuXi and
FengWu models will also be used to verify the forecast skill of Pangu across different lead
times and during typhoon events.

00Z 06Z 122 182 00Z 06Z 12z 182

Frequency of usage (times)
Frequency of usage (times)

@) (b)

Figure 2. The selected time (where rows represent dates, and columns represent daily timepoints)
and frequency of usage of the initial field for ECMWF (a), GFS and Pangu (b).

2.2. Data Preprocessing

As mentioned above, this study focuses on the precision of four types of surface
variables provided by three weather forecast models. Among all of the surface variables,
the 2 m air temperature forecast by Pangu and the traditional NMW models can be directly
compared with the observed values in weather stations. The values of the u and v compo-
nents of the 10 m wind speed can be analyzed to calculate the final wind speed and wind
direction for future comparison using the following transformation formula [33]:

Wind speed = v/u? + 02 1)
Wind direction = mod (180 + arctan2(u,v),360)

while the mean sea level pressure forecast by the models must be generalized to the station
pressure so that they can be compared on the basis of the observed values at weather
stations. The barometric formula [34] expresses the dependence of atmospheric pressure
on altitude, which can be used to retrieve the pressure at station level:
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Py = Py x10°™
m

_ h
= 18400(1+aty)

where P is the pressure at mean sea level, P; is pressure at the station level, /1 is the height
of the barometric pressure sensor, & = % is the coefficient of expansion of air, and ¢, is the
mean virtual temperature of the fictitious air column between the sea level and station level.
Specifically, t,, is defined by the average of the sea surface temperature and the temperature
at the corresponding station as shown in Equation (3). Here, the station temperature is
determined by the average of the current temperature (t) and the temperature 12 h ago (t1»).
Since the sea surface temperature cannot be obtained from either Pangu or traditional NWP
forecast models—both of which focus on the 2 m surface temperature that more accurately
reflects weather changes—it should be retrieved from the station temperature by taking the
vertical temperature gradient as 0.5 °C/100 m:
_ t+tp h

tm > + 100 3

Since Pangu and GFS generate data-driven forecasts of key atmospheric variables at a
resolution of 0.25°, the variables generated by ECMWF will be interpolated to 0.25° using
the linear method. In order to correlate the forecast data at grid points with meteorological

data from specific latitudes and longitudes, grid point values will be bilinearly interpolated
to each weather station. It should be noted that the interpolation method has little impact
on the precision metrics established for this study.

2.3. Verification Metrics

The forecasting performance of the models is assessed based on the mean absolute
error (MAE) and root mean squared error (RMSE); their formulas are as follows:

1 N
MAE — N; ‘Rf,» ~Ry; @)
1Y 2
RMSE = ||~} (R fi— Roi) )

i=1

where N is the total number of scored weather stations in the study region, and Ry; and Ro;
are the forecasted and observed values at each station, respectively.

In addition, another metric of forecast performance applied here is the anomaly
correlation coefficient (ACC), which is a measure of forecast skill in the context of forecasts
relative to climatology. The formulation of ACC is defined as follows [35]:

M (Rfi - R7f) x (Roi = Ro)

ACC = :
\/ TN (Rpi—Ry)" < 2l (Roi— Ro)?

(6)

where R and R, represent the climatological means of the forecasted and observed values,
respectively. In this study, we refer to these as the averages of all the forecasted and
observed spatial values of each variable within the selected time period.

The bootstrap is a computer-based method for assigning measures of accuracy to
statistical estimates. In this study, the empirical bootstrap method is applied to estimate
the uncertainty of the verification metrics. Below is the main procedure of the empirical
bootstrap method [36-38].
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Given the original dataset with n data points [Xy, ..., Xy, let M, = f (X1, ..., Xn)
be the estimate of the population statistic of interest. The goal is to constructa 1 — «
confidence interval for the population statistic as (M, — w;_g, My — Wy ).

Next, sampling with a replacement from the original dataset generates a new set of
data points {Xik (1), ceey Xz(l)} . This sampling process is repeated multiple times, and after
10,000 rounds, 10,000 sets of data points are obtained:

x;W, ., xW],
*(2 *(2
xi®, L xP, 7
[Xr(lo,ooo), . x:oo0)]

Each set of the data points is called a bootstrap sample. From the 10,000 bootstrap
samples, 10,000 bootstrap statistics can be calculated:

m = (xx® L x0)),

M =f (9, .., x;@),

...... 7

M:;(lo,ooo) _f (Xr(lo,ooo)’ X;(lO,OOO)).

The differences between the bootstrap sample statistics and the original sample statistic

are then calculated:
M:l(l) - M}’Z/

)
M:I(lo,ooo) M,

The 10,000 differences are then sorted, and the percentiles w; and w] _ « are selected from
the lower and upper tails. According to the bootstrap principle, the variation of the bootstrap
statistics M}, around the original sample statistic M}, is a good approximation of how M,, varies
around the true population statistic M. Therefore, the interval (M,, — wT_%, M, —w}) is
used as the confidence interval for the population statistic, replacing (M, —w;_g, My — Wy).

3. Results
3.1. Spatial Assessment of the Meteorological Parameters

To validate the forecasting characteristics of the Pangu model compared to traditional
NWP models for the China region, this paper first analyzes the meteorological parameters
(temperature, wind speed, wind direction, and barometric pressure) of Pangu, ECMWEF,
and GFS forecasts based on the spatial scale of China. Figures 3 and 4 illustrate the spatial
distribution of temperature and barometric pressure forecast deviations by Pangu, ECMWFE,
and GFS during the seven-day period from 30 October to 5 November 2023, based on lead
times ranging from 3 h to 10 days. Generally speaking, the temperature deviations of the
three forecast models are mostly in the range of —5~5 °C, and the overall distribution of
Pangu temperature deviations is very close to that of ECMWEF and GFS. Notably, all three
models exhibit a tendency to overestimate temperature deviations in Northeast China and
underestimate them in the southwest. All three forecast models present poor temperature
forecasts in the western region of China, which may be related to the scarcity and uneven
spatial distribution of basic meteorological data in this region. Meanwhile, among the three
models, GFS and Pangu exhibit more positive biases in North China (between latitudes
30° and 40° N), indicating a tendency to overestimate the temperature in this region. The
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Bias(°C)

pressure deviations of the three forecast models mostly fall within the range of —5~5 hPa.
The overall distribution of Pangu’s pressure deviations closely resembles that of traditional
NWP forecast models, except in Northeast China, where Pangu exhibits a higher frequency
of negative deviation values compared to the other two models. It can be concluded that
both Al-based models and traditional NWP models exhibit regional imbalances in their
estimated deviations for either temperature or pressure.
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Figure 3. Temperature forecast mean bias map by Pangu (a), ECMWEF (b), and GFS (c) for all days
from 30 October to 5 November 2023.
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Figure 4. Pressure forecast mean bias map by Pangu (a), ECMWF (b), and GFS (c) for all days from
30 October to 5 November 2023.

The speed and direction of the wind can be determined by looking at the 16-sector
wind rose, as shown in Figure 5, based on the average forecasting data from 30 October
to 5 November 2023. The color indicates wind speed, while the distance from the center
indicates the probability in percent that the wind comes from one of 16 directions. As can
be seen from the figure, both Pangu and traditional NWP forecasting models exhibit similar
characteristics. Although all the three forecasting models align with the actual values
at weather stations in terms of the overall wind direction trend, they still exhibit some
discrepancies in predicting both the specific wind direction and the ratios of different wind
speeds compared to the observed values. This is reasonable, as certain weather conditions
are highly unpredictable. Some uncertainties cannot be captured by physical mechanisms
in NWP models, nor can they be adequately compensated for by the available information
in the training datasets of Al-based models [39].
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Figure 5. Wind rose of Pangu (a), ECMWEF (b), GFS (c) and the observed values (d).

To assess the dispersion of forecast deviations across different models, this study intro-
duces the standard deviation o. The formula is the same as Equation (5), but with the forecast
values Ry; replaced by the deviations between the forecasted and observed values, and the
observed values R,; replaced by the mean deviations. The three-sigma rule of thumb is a
statistical measure indicating that the data are within three standard deviations from a mean.
In the remainder of this subsection, the probabilities of meteorological parameter deviations
falling within 10, 20, or 30 from their mean will be statistically analyzed.

As can be seen from Table 1, the deviation distributions for all cases and all meteoro-
logical parameters are nearly identical across all models. Notably, for wind direction, the
30 value exceeds the maximum possible deviation (180°), resulting in a 100% probability
of deviations falling within 30. In terms of overall dispersion of deviations, pressure
deviations are more concentrated compared to other parameters, with over 80% falling
within 1o.

Table 1. Probabilities (%) of meteorological parameter deviations within 1¢, 20, or 3¢ from the mean.

Pangu ECMWF GFS

p — 1o < Temperature bias < p + 1o 76.54 77.44 74.21
p — 20 < Temperature bias < p + 20 93.99 95.05 94.28
p — 30 < Temperature bias < p + 30 98.45 98.79 98.93
pu —1o < Pressure bias < p+ 1o 83.41 85.38 82.29

pu — 20 < Pressure bias < p + 20 94.23 94.49 94.35

pu — 30 < Pressure bias < p + 30 97.74 97.64 9791

pu — 1o < Wind speed bias < p + 1o 77.85 77.66 77.95
n — 20 < Wind speed bias < p + 20 94.82 94.87 94.05
i — 30 < Wind speed bias < p + 30 98.56 98.58 98.31
u — 1o < Wind direction bias < p + 1o 73.00 74.85 7242
pt — 20 < Wind direction bias < p + 20 91.75 91.06 91.88

pn — 30 < Wind direction bias < p + 30 100 100 100




Remote Sens. 2025, 17,191

10 of 21

3.2. Forecast Skill over Different Lead Times

In short- to medium-term weather forecasting, the selection of lead time significantly
influences the reliability of the forecast results. Research indicates that Pangu, based on
the ERADS initial field, has surpassed traditional NWP models in many aspects [15]. To
investigate whether this advantage is reflected in the actual forecasting of meteorological
parameters, this section will analyze the forecasting performance of Pangu compared to
other models at different lead times. We also hope to identify the lead time durations for
which Pangu is most suitable for use.

Figure 6 presents a visualization of the 3 h to 16-day forecast MAE and RMSE (lower
is better) for Pangu, ECMWE, GFS, FuXi, and FengWu. The 90% confidence intervals,
calculated using the empirical bootstrap method, are represented in the figure by the
semi-transparent shaded area. Upon reviewing the visualization, it becomes evident that
the MAE and RMSE increase with the lead time, which is reasonable as the forecasting
skills of forecasting models decrease with lead time. It is noteworthy that the performance
of ECMWEF forecasts fluctuates significantly after a lead time of 90 h. This is due to the
reduced data availability and unevenness caused by the unavailability of “scda” data for
ECMWEFEF beyond that point. When compared with traditional NWP models, based on the
data presented in Figure 6a, it is clear that Pangu consistently maintains an advantage in
temperature forecasting performance across all lead times. Figure 6b demonstrates that
Pangu significantly outperforms GFS and achieves performance comparable to ECMWF in
wind speed forecasting. Figure 6¢,d reveal that the three models exhibit nearly identical
forecast skills for wind and pressure prediction. When compared with other Al-based
models, it can be concluded that FuXi and FengWu offer further improvements in the
forecasting accuracy of surface parameters over Pangu. In most cases, their accuracy
exceeds that of GFS.

Moreover, it is easy to see that Pangu, together with FuXi and FengWu, tends to
outperform the traditional NWP models with a greater lead time. This may be attributed to
the fact that the Al-based models’ forecasts lack the fidelity and physical consistency of
physics-based models, a characteristic mentioned in previous research by Bonavita [23].

Table 2 presents the mean MAE and RMSE of Pangu, ECMWE, GFS, FuXi, and FengWu
at lead times of 3 h-10 days with 90% confidence intervals. To ensure a fair comparison, the
statistical range for lead time is limited to the maximum 10 days available from ECMWE. It
indicates that Pangu’s mean RMSE for temperature forecasting is 3.24 °C, which is 0.03 °C
lower than ECMWF and 0.41 °C lower than GFS. Additionally, Pangu’s mean RMSE for
wind speed, wind direction, and pressure forecasting are 2.13 m/s, 82.51°, and 4.88 hPa,
respectively. These values are 0.13 m/s, 1.01°, and 0.02 hPa lower than GFS but 0.06 m/s,
2.82°, and 0.30 hPa higher than ECMWE. In conclusion, Pangu demonstrates superior
performance across all meteorological parameters in short- to medium-term weather fore-
casts compared to GFS, while its performance for meteorological parameters other than
temperature falls slightly behind ECMWE. In other words, despite its significantly lower
computational and time costs compared to traditional NWP models, Pangu can offer meteo-
rological forecasts comparable to, or even surpassing, those of traditional NWP models. To
achieve even higher accuracy in surface parameter forecasts, the FuXi and FengWu models,
developed after Pangu, are also excellent choices, as demonstrated in the table.



Remote Sens. 2025, 17, 191 11 of 21

MAE (°C)

Lead time (day)

30
28
26
z- @
£ E 24
= =
224
20
18 1 /
0 2 4 6 8 10 12 " 16 0 2 4 6 8 10 12 14 16
Lead time (day) Lead time (day)
100 ] — ECMWF
1 — ars
—— PANGU
95 ] —— FUXI
—— FENGWU
%
< <
o =
E g 854
80 4
75
I r - - - - r - 0 J - - - T -
2 4 6 8 10 2 14 16 0 2 4 6 8 10 12 14 16
Lead time (day) Lead time (day)

7.0

MAE (hPa)
RMSE (hPa)

@ o = o

g2 o 8 8

=
o

4.0 15

Lead time (day) Lead time (day)
(d)

Figure 6. The 3 h to 16-day MAE (left) and RMSE (right) of temperature (a), wind speed (b), wind
direction (c), and pressure (d) forecasted by Pangu, ECMWF, GFS, FuXi, and FengWu, along with

their 90% confidence intervals.



Remote Sens. 2025, 17,191

12 of 21

Table 2. Average MAE and RMSE of Pangu, ECMWE, GFS, FuXi, and FengWu at lead times of 3 h to
16 days with 90% confidence intervals (Cls). CI lower represents the lower bound of the confidence
interval, while CI upper represents the upper bound.

MAE MAE RMSE RMSE
Parameter Model MAE CI Lower CI Upper RMSE CI Lower CI Upper
Pangu 2.36 2.34 2.37 3.24 322 3.27
ECMWF 2.44 2.42 2.45 3.27 3.24 3.30
Temperature (°C) GFS 2.74 2.72 2.76 3.65 3.62 3.67
FuXi 2.15 217 2.18 2.98 3.00 3.02
FengWu 2.19 221 222 3.01 3.03 3.06
Pangu 1.48 1.47 1.49 2.13 211 2.15
ECMWF 1.45 1.44 1.46 2.07 2.05 2.10
Wind speed (m/s) GFS 1.57 1.55 1.58 2.26 224 2.28
FuXi 1.44 1.45 1.47 2.12 2.14 2.17
FengWu 1.48 1.50 1.51 217 2.19 2.22
Pangu 65.26 64.90 65.63 82.51 82.14 82.89
ECMWEF 62.17 61.73 62.61 79.69 79.23 80.15
Wind direction (°) GFS 66.32 65.95 66.68 83.52 83.15 83.89
FuXi 63.44 63.80 64.18 80.72 81.10 81.49
FengWu 62.48 62.85 63.22 79.85 80.23 80.62
Pangu 2.97 2.94 2.99 4.88 4.82 495
ECMWF 2.62 2.58 2.65 4.58 4.50 4.66
Pressure (hPa) GFS 3.01 2.98 3.04 4.90 4.84 497
FuXi 2.71 2.73 2.76 4.57 4.64 471
FengWu 2.57 2.60 2.63 4.45 452 4.59

3.3. Forecast Skill over Different Initial Fields

Trained on 39 years of global ERA5 reanalysis data at a spatial resolution of 0.25°,
Pangu can obtain reliable deterministic forecast results on reanalysis data in all tested
variables. However, it is currently unknown whether using the high-precision ERA5
reanalysis data as the initial field for Pangu will naturally provide Pangu with an advantage.
Given this context, this section will compare the forecast performance of the Pangu model
using ERAS reanalysis data and GFS analysis data as the initial field, respectively.

Figure 7 presents the MAE and RMSE of Pangu using both ERA5 and GFS as the
initial field. Generally, the MAE and RMSE for most meteorological parameters exhibit
a linear increase with lead time within nearly a week, after which the precision loss for
all parameters begins to slow. Notably, the choice of initial field has a greater impact
on temperature compared to other meteorological parameters. For lead times within a
week, the GFS-initialized Pangu demonstrates noticeably poorer forecasting ability for
temperature compared to the ERA5-initialized Pangu. However, as lead time increases,
the advantage of the ERA5-initialized Pangu diminishes and may even fall behind the
GFS-initialized Pangu. This does not imply that the ERA5-initialized Pangu performs worse
with longer lead times, as the Pangu model typically exhibits higher uncertainty in medium-
range forecasts. When it comes to other meteorological parameters, the impact of the initial
field on Pangu’s performance is less significant. It is worth mentioning that for short-term
forecasts, particularly within the 4-6-day range, the ERA5-initialized Pangu consistently
exhibits a slight advantage, a point that will be elaborated upon in the subsequent ACC
score analysis.
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Figure 7. MAE and RMSE of temperature (a), wind speed (b), wind direction (c), and pressure
(d) forecasted by Pangu using ERAS5 and GFS as the initial field, with the 90% confidence intervals
displayed as black vertical error bars.

ACC scores (higher is better) for each model (ERA5-initialized Pangu, GFS-initialized
Pangu, ECMWE, GFS) and their 90% confidence intervals are shown in Figure 8 for different
lead times to illustrate aspects of the short- to medium-term weather forecast skill of Pangu
with different initial fields. As the lead time increases, the ACC gradually decreases for
all tested variables. Across all the subplots, it is evident that while the ACC of traditional
NWP models (GFS) continues to fluctuate downward beyond a week’s lead time, the
ACC of the Al-based model (Pangu) exhibits irregular fluctuations and even rises. This
visually reinforces the notion that the lack of fidelity and physical consistency inherent
in Al-based models, often considered a drawback, might actually become an advantage
in medium-range forecasting. Overall, except for the 4-6-day lead time range, where
the ERA5-initialized Pangu consistently outperforms the GFS-initialized Pangu for all
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meteorological parameters, the ACC scores between the two initializations show little
difference in other lead time intervals. Additionally, for temperature forecasting, the GFS-
initialized Pangu exhibits greater volatility in its ACC scores, suggesting that using the
ERADb5-initialized Pangu may be a more stable choice.
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Figure 8. ACC with 90% confidence intervals of temperature (a), wind speed (b), wind direction (c),
and pressure (d) forecasted by ERA5-initialized Pangu, GFS-initialized Pangu, ECMWE, and GFS,
respectively.

Table 3 displays the MAE and RMSE of the GFS-initialized Pangu. It can be seen
that the mean RMSE of temperature, wind speed, wind direction, and pressure forecasts
using GFS as the initial field are 3.53 °C, 2.16 m/s, 83.46°, and 4.94 hPa, respectively. These
values are respectively higher by 0.29 °C, 0.03 m/s, 0.95°, and 0.06 hPa compared to the
ERAb5-initialized Pangu. This further indicates that the GFS-initialized Pangu is slightly
inferior in precision compared to the ERA5-initialized Pangu.

Table 3. MAE and RMSE of GFS-initialized-Pangu at lead times of 3 h to 16 days with 90% confi-
dence intervals.

MAE MAE RMSE RMSE
Parameter MAE CI Lower CI Upper RMSE CI Lower CI Upper
Temperature (°C) 2.60 2.59 2.62 3.53 3.50 3.55
Wind speed (m/s) 1.50 1.49 1.51 2.16 2.14 2.18
Wind direction (°)  66.37 66.00 66.73 83.46 83.09 83.84

Pressure (hPa) 3.06 3.03 3.09 494 4.87 5.00
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3.4. Iteration Precision of Pangu’s Forecast Models

Pangu offers four types of forecast models with lead times of 1 h, 3 h, 6 h, and 24 h.
To reduce the cumulative forecast errors, Pangu uses hierarchical temporal aggregation, a
greedy algorithm that always calls for the deep network with the largest affordable lead
time, which greatly reduces the number of iterations. For example, when the lead time
is 56 hours, it would execute the 24 h forecast model two times, the 6 h forecast model
one time, and the 1 h forecast model two times. However, this algorithm can lead to
discontinuities in forecasts if the iteration precision of models with different lead times
varies significantly. Therefore, the iteration precision of Pangu’s four forecast models will
be examined.

Figure 9 displays the MAE and RMSE of Pangu’s forecasts with 90% confidence
intervals on 30 October at 12:00 UTC, utilizing 1 h, 3 h, 6 h, and 24 h forecast models. It
clearly indicates that for all meteorological parameters, the iteration precision of the 1 h
forecast model is significantly lower than that of the other models. For temperature, wind
speed, and pressure (Figure 9a,b,d), the disadvantages of the 1 h model in terms of precision
and stability are particularly pronounced, while the precision differences among the 3 h, 6 h,
and 24 h models are minimal. In the case of wind direction (Figure 9¢), the precision of all
four models shows greater variability, which may be attributed to the inherent uncertainty
of the wind direction itself.

Table 4 displays the average hourly cumulative MAE and RMSE of Pangu’s four
forecast models on 30 October at 12:00 UTC. It can be seen from the table that the hourly
cumulative RMSE of the 1 h forecast model is nearly double that of the other models for
temperature and wind speed, and the precision gap is even more pronounced for pressure.
Although the precision difference for wind direction is relatively smaller, there remains a
gap between the 1 h forecast model and the other models. Among all the forecast models,
the 24 h forecast model should be the most accurate; however, this advantage is not clearly
evident in the results. Despite the significant discrepancy in hourly cumulative precision
between the 1 h forecast model and the others, this gap may not manifest noticeably in
Pangu’s actual forecasting process due to the greedy algorithm employed. Since the hourly
cumulative errors of the 3 h, 6 h, and 24 h models are similar and the 1 h forecast model
will be used at most twice in a single forecast, we can approximate that the way Pangu
utilizes these four models does not lead to discontinuities in forecasts.
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Figure 9. Cont.
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Figure 9. MAE and RMSE of Pangu’s forecasts for temperature (a), wind speed (b), wind direction (c),
and pressure (d), with 90% confidence intervals on 30 October at 12:00 UTC, using 1 h, 3 h, 6 h, and

24 h forecast models.

Table 4. Average hourly cumulative MAE and RMSE for Pangu forecast models (1 h, 3 h, 6 h, 24 h)

on 30 October at 12:00 UTC.
The 1 h Forecast Model The 3 h Forecast Model The 6 h Forecast Model The 24 h Forecast Model
Parameter MAE RMS MAE RMS MAE RMS MAE RMS
Temperature (°C) 0.048 0.058 0.020 0.027 0.019 0.025 0.019 0.025
Wind speed (m/s) 0.023 0.029 0.010 0.014 0.010 0.014 0.010 0.014
Wind direction (°) 0.679 0.819 0.605 0.753 0.584 0.735 0.570 0.723
Pressure (hPa) 0.139 0.162 0.025 0.039 0.024 0.038 0.020 0.037

3.5. Case Study: Tracking the Path of Typhoon Bebinca

To evaluate Pangu’s forecasting performance in extreme weather scenarios, it is essen-

tial to conduct comparative evaluations of forecast results based on representative cases.
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In this study, Typhoon Bebinca (ID: 2413) was selected as the representative case. Bebinca
formed over the South China Sea in September 2024 and was characterized by its erratic
path and significant intensity variations. The storm brought widespread heavy rainfall and
strong winds to Southern China and neighboring regions, highlighting the critical need for
accurate forecasting during such extreme weather events.

The identification of the eye of tropical cyclones follows the relevant criteria published
by ECMWEF [40], with the primary rules summarized as follows.

Locate the local minimum of mean sea level pressure (MSLP) that is below 1015 hPa,
and ensure the following conditions are met:

1.  There is a maximum relative vorticity at 850 hPa exceeding 5 x 10~°> within a radius
of 278 km for the Northern Hemisphere, or a minimum smaller than —5 x 10~° for
the Southern Hemisphere;

2. There is a maximum thickness between 850 hPa and 200 hPa within a radius of 278 km
if the cyclone is extratropical;

3. The maximum 10 m wind speed exceeds 8 m/s within a radius of 278 km if the cyclone
is over land.

Figure 10 presents the track forecasts for Typhoon Bebinca generated by Pangu,
ECMWE, GFS, FuXi, and FengWu. These forecasts were initialized with the ERA5 re-
analysis data from 13 September 2024 at 12:00 UTC. The comparison includes ground truth
data published by the China Meteorological Administration and ERAS5 reanalysis data as
reference points. Figure 11 illustrates the intermediate results for tracking Typhoon Bebinca
at 06:00 UTC on 16 September, focusing on key variables such as 10 m wind, 850 hPa
vorticity, thickness between 850-200 hPa, and mean sea level pressure (MSLP). From the
figures, it is evident that both Pangu and traditional NWP models exhibit variations in
their predicted tracks, with none achieving perfect alignment with the ground truth. The
Al-based models Pangu, FengWu, and FuXi produced typhoon track forecasts that were
relatively close to ECMWEF’s predictions. However, GFS demonstrated significant devia-
tions from the ground truth in its predicted typhoon tracks, particularly underperforming
in the case of typhoon Bebinca. After the typhoon made landfall, Pangu, along with FuXi
and FengWu, exhibited inaccuracies in predicting meteorological parameters such as the u
and v components of 10 m wind speed and mean sea level pressure (MSLP), as reflected
in Figure 11. These inaccuracies led to the premature weakening and dissipation of the
predicted typhoon track.

T
—e— Ground_Truth
ERAS5-reanalysis
36°N| —e— ECMWF

—e— GFS

—e— Pangu

34°N FuXi

117.5°E 120°E 122.5°E 125°E 127.5°E 130°E 132.5°E

Figure 10. Track forecast for typhoon Bebinca, based on initial conditions from 13 September 2024 at
12:00 UTC.



Remote Sens. 2025, 17,191

18 of 21

10m Wind 850hPa Vorticity

10m Wind

850hPa Vorticity

110°E 120°E 130°E 140°E

110°E 120°E_130°E 140°E
Thickness 850-200hPa

¥ -~ A
110°E 120°E 130°E 140°E

10m Wind 10m Wind

110°E 120°E 130°E 140°E

110°E 120°E 130°E 140°E e
Thickness 850-200hPa

Thickness 850-200hPa

110 120 130°E 140°E

110°E 120°E 130 140°E 110°E 120°E 130°E 140°E 110°E 120°E 130°E 140°E

(d)

Figure 11. Intermediate results for tracking Typhoon Bebinca on 16 September 2024 at 06:00 UTC:
(a) ERAb reanalysis data, (b) ECMWE forecast, (c) Pangu forecast, (d) FuXi forecast.

4. Conclusions

This study examined the performance of Pangu in predicting meteorological parame-
ters including temperature, wind speed, wind direction, and barometric pressure based on
the observed data from over 2000 weather stations in China. Pangu was primarily com-
pared with ECMWF-HRES and GFS to assess whether it could surpass these high-precision
traditional NWP models under real-world meteorological conditions. Additionally, the
more recent FuXi and FengWu models, developed after Pangu, were included to verify
Pangu’s accuracy. Finally, a case study on typhoon track forecasting was conducted to
evaluate Pangu’s performance in predicting typhoon paths. The primary conclusions are
as follows.

The overall distribution of Pangu’s meteorological forecasts is very close to that of
ECMWEF and GFS. According to the precision statistics, the mean RMSE of Pangu in
forecasting temperature is 3.24 °C, which is 0.03 °C lower than ECMWF and 0.41 °C
lower than GFS. The mean RMSE of Pangu in forecasting wind speed, wind direction,
and pressure are 2.13 m/s, 82.51°, and 4.88 hPa, respectively, which are 0.13 m/s, 1.01°,
and 0.02 hPa lower than GFS but 0.06 m/s, 2.82°, and 0.30 hPa higher than ECMWE. It
can be concluded that the temperature forecast performance of Pangu exceeds that of
the traditional NWP models, while its performance in other meteorological parameters is
comparable to the traditional NWP models.

The forecast skill of Pangu decays as the lead time increases, but Pangu tends to
outperform the traditional NWP models with a greater lead time. Additionally, FuXi
and FengWu further improve the forecasting accuracy of surface parameters compared to
Pangu. The performance of Pangu also depends on initial fields to some extent, especially
for temperature forecasting. For lead times within a week, the GFS-initialized Pangu
demonstrates noticeably poorer forecasting ability for temperature compared to the ERA5-
initialized Pangu, and the situation reverses for lead times exceeding one week. When
considering the iteration precision of Pangu’s four forecast models with lead times of 1 h,
3 h, 6 h, and 24 h, the iteration precision of the 1 h forecast model is significantly lower
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than that of the other models. In the case study on typhoon forecasting, Pangu, along with
FuXi and FengWu, demonstrates comparable performance in predicting Bebinca’s track
compared to ECMWF and outperforms GFS in its track predictions.

Despite the aforementioned work, this study has several limitations. It solely examined
and tested Pangu’s forecasting performance over surface variables, without considering
upper variables. Regarding the types of forecasted parameters, Pangu does not provide
predictions for water vapor or precipitation, even though the abundance and distribution
of water vapor play a crucial role in the formation and distribution of rainfall, which
are vital for predicting weather changes. Notably, other Al-based weather models, such
as FuXi, have begun to provide forecasts for total precipitation. Therefore, evaluating
the accuracy of precipitation predictions from Al models is an area worthy of further
exploration. Moreover, the research primarily concentrated on comparing Pangu with
traditional NWP models in short- to medium-term forecasting, while overlooking Pangu'’s
capabilities in medium- to long-term forecasting, and even in subseasonal-to-seasonal (S2S)
forecasting. Additionally, the performance of Pangu in extreme weather forecasting and
ensemble forecasting still requires assessment.

Once trained, data-driven models like Pangu are orders of magnitude faster than
traditional NWP models in generating forecasts, thus enabling large ensembles of thousands
of members to be generated in seconds. For instance, Pangu requires only 1.4 s to complete
a 24 h global weather forecast on a single NVIDIA V100 GPU. This implies that Pangu
can accomplish 10,000 ensemble global forecasts with a 24 h lead time in just about 4 h,
significantly improving the efficiency of weather forecasting. Although the forecast skill of
Pangu has outperformed the NWP models for some key variables, the algorithm of Pangu
is not combined with actual physical laws, and it still rely on analysis data generated by
traditional NWP models for initial conditions. It is believed that the data-driven models
have the potential to update their algorithm and iterate themselves in the near future and
thus continue to play a more important role in the field of weather forecasting.
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