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Abstract: Common mode error (CME) arises from various sources, including unknown regional
errors, potential geophysical signals, and other factors present in global navigation satellite system
(GNSS) coordinate solutions, undeniably affecting the GNSS precision. This research concentrates
on the effects of CME correction in global IGS-based reference frame refinement. We first estimated
the regional CME with principal component analysis to obtain CME-corrected GNSS coordinate
solutions. Subsequently, effects on the global reference frame with the regional CME correction were
analyzed in three aspects: accuracy improvement of the coordinate solutions, variation in the velocity
field, and accuracy improvement of the Helmert parameters in the reference frame transformation.
The results show that after applying CME correction, the GNSS coordinate accuracy was improved
by 28.9%, 22.1%, and 29.5% for the east, north, and vertical components, respectively. Regarding the
site velocities, the maximum difference in velocity reached 0.48 mm/yr. In addition, the standard
deviation of the Helmert transformation parameters between the International Terrestrial Reference
Frame (ITRF) and the IGS-based reference frame—exclusively derived from GNSS technology—
was reduced by over 30%, indicating CME correction enhanced the accuracy of the transformation
parameters and refined the IGS-based reference frame.

Keywords: common mode error correction; position coordinates time series; IGS solutions; terrestrial
reference frame

1. Introduction

An accurate and stable global terrestrial reference frame is critically important to
geodynamics and engineering construction, as it provides the geometric and physical
data essential for mapping and engineering [1]. Establishing a millimeter precision co-
ordinate reference frame is an important challenge in the current international geodetic
community [2]. Global reference frames are typically realized by the estimated position
coordinates and velocities obtained by four space geodetic techniques [3]. The global
navigation satellite system, which is one of the four space geodetic techniques, bridges
the three other techniques by co-locating all Very Long Baseline Interferometry (VLBI)
and Satellite Laser Ranging stations and more than half of the Doppler Orbitography and
Radiopositioning Integrated by Satellite stations. IGS provides the coordinate time series
of more than 400 reference stations around the world. Therefore, IGS greatly promotes the
realization and application of the ITRF, and the accuracy of GNSS station solutions directly
impacts the accuracy of ITRF. IGS changes its reference datum regularly and is aligned
with the updates of ITRF. The latest version is IGS20, which is aligned with the ITRF2020
datum. Compared with the previous version IGS14, IGS20 adopts a number of new models
and conventions, which were used in the third reanalysis campaign (Repro3) [4]. However,
although various errors in GNSS processing have been studied by many scholars [5–8],
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unmodeled errors, especially spatially correlated errors, remain in the site coordinate time
series, which may bias the IGS-based reference frame. One of the major regional spatially
correlated errors is the common mode error (CME) in the GNSS time series [9], which
affects the accuracy and dependability of GNSS solutions [10], and the error can lead to
changes in station coordinate time series at the millimeter scale.

The CME is composed of unknown regional errors and potential geophysical sig-
nals [11–13]. It can be alleviated using a method known as regional filtering. Wdowinski
et al. [9] initially utilized the regional stacking filtering method to define a certain similarity
in single-day coordinate residuals as CME. Nikolaidis et al. [14] introduced the single-day
solution variance as the weight in regional stacking filtering and proposed the weighted
mean method. Stacking methods are sufficient for regional GPS (Global Positioning System)
networks with intermediate-length baselines (up to several tens of kilometers), but they
cannot necessarily reveal the spatial distribution of the CME for larger regions. To describe
CME more objectively, Dong et al. [15] employed principal component analysis (PCA)
to identify CMEs. PCA relaxes the restriction of a uniform distribution and enables the
network data to uncover the spatial distribution of CME [16]. Therefore, PCA is more
rigorous than stacking methods, in theory. Many improved filtering techniques have been
put forward and used to estimate CME. To ensure that CME estimates are not affected by
local nonsecular deformation, Liu et al. [17] conducted CME estimation over a broader
area, revealing a decrease in raw time series dispersion. However, volcanic-related defor-
mation signals remained after the CME was removed. Ming et al. [18] removed CME by
PCA to extract the useful geophysical information accurately. Tian et al. [19] identified
minor tectonic deformation signals by applying the correlation-weighted spatial filtering
method, effectively extracting coherent signals from the comprehensive GPS network.
Jiang et al. [20] performed a linear regression analysis of the noise amplitude vectors of
126 GPS stations in various components before and after CME was removed. The findings
demonstrated that eliminating CME led to an improvement in the correlation between the
horizontal and vertical flicker noise amplitude vectors, transitioning from uncorrelated to
moderately correlated. Li et al. [21] found that the influence of CME on the estimation of
vertical velocities should not be disregarded. Tan et al. [22] used PCA to identify CME in
the Chuandian region of China and showed that approximately 15% of the CME can be
attributed to daily surface mass loadings. Li et al. [23] proposed variational Bayesian PCA
and selected 44 GNSS stations to estimate and extract the CME. After CME filtering, the
interstation correlation coefficients were significantly reduced, and the root-mean-square
values of the residual time series and the colored noise amplitudes were greatly suppressed.
Zhou et al. [24] employed multichannel singular spectrum analysis and PCA to extract
CME on a global scale and estimated the velocity from coordinates with and without CMEs.

CME is analyzed on the regional scale and exhibits variations among different regions.
Given that CME exists in all regions of the Earth and primarily reflects the spatially
correlated errors (including undesired/unmodeled signals) in GNSS solutions, it is natural
to ask whether such errors may affect the accuracy of the reference frame determination.
In this study, we first estimated the regional CME with principal component analysis.
Then, CME correction was applied to GNSS coordinate solutions. Subsequently, the
effects on reference frame determination were analyzed in terms of the coordinate noise,
velocity field, and Helmert transformation parameters. The structure of the paper is
as follows. Section 2 introduces the data source: we used weekly solutions of 180 IGS
stations around the world for the period from 2000.0 to 2021.0 and applied PCA to extract
regional related CMEs. Section 3 presents CME results of the regions covering the globe.
Section 4 discusses the refinement of the global reference frame by applying CME correction.
Section 5 further discusses the contribution of CME correction to the reference frame, using
different strategies to define the regional CME. Finally, the conclusions are discussed and
summarized in Section 6.
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2. Data Source

We chose a 21-year span (2000.0–2021.0) of weekly coordinate solutions from Repro3
of 180 globally distributed IGS stations. Figure 1 depicts the distribution of the selected
stations, and the number of weekly solutions is shown in Figure 2. Each station consists of
at least 788 weekly solutions (more than 70% of the total number of weeks), namely, more
than 14 years of data (Figure 2). The number of effective stations in each epoch is listed in
Figure 3. In each epoch, the number of available station solutions is greater than 116 (64%
of the total solutions). Thus, we believe that the 180 stations can be used as research objects.
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Figure 1. Distribution of 180 selected IGS stations.
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Figure 2. Number of solutions of each station.
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We utilized the QOCA software (Version 1.28) of the Jet Propulsion Laboratory (JPL)
to perform time-series analysis on all selected reference stations [15]. The model outlined in
Appendix A.1 was applied, in which the offset and trend, as well as the annual and semian-
nual terms for the coordinate time series, were modeled. In addition to abnormal changes
due to antenna changes and coseismic and postseismic effects provided by ITRF2020,
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several jumps caused by earthquakes or unknown causes were manually identified. Subse-
quently, we removed these components from the coordinate time series, resulting in the
residual time series. Weekly coordinate solutions with formal uncertainties and residuals
exceeding 15 mm (east/north), or 30 mm (vertical) were discarded. After preprocessing,
the residual time series showed relative stability. Taking station SAMO (Fagalii, Samoa)
and station WGTN (Wellington, New Zealand) as examples, the green points in Figure 4 are
the original time series, and the blue points are the residual time series after preprocessing.
The figure shows that the linear term, seasonal term and jump, logarithmic decay, and
exponential decay terms for SAMO and WGTN were eliminated after preprocessing.
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Figure 4. Two examples for station position raw time series (green) and residual time series (blue).

3. CME Extraction

After preprocessing the raw coordinate time series, which contained both signals and
noise with temporal and spatial correlations, we obtained the residual time series. Dong
et al. explored a spatiotemporal filtering approach that enables the network stations to
have a nonuniform spatial response to a CME source, called principal component analysis
(PCA). In this study, we used PCA embedded in the QOCA for CME estimation. The PCA
decomposition method is presented in Appendix A.2.

Solutions with uncertainties over 20 mm for all three components were discarded.
Residuals exceeded 150 mm (east/north) or 300 mm (vertical) were considered outliers
and were discarded. Full and continuous time series are essential for PCA. Accordingly,
for the time gaps shorter than 2 weeks, we filled them using three-point Lagrangian
interpolation. For larger gaps, we used the spatial average derived from all valid stations
in all epochs as the value for the missing epochs. Covariance matrices were constructed to
carry out PCA as well as obtain eigenvectors and principal components. We took only the
first three principal modes and used Equation (A4) to perform an iterative PCA process
to estimate the missing data. Similar to Dong (2006), we set the convergence criterion
to be that the average change in the missing point values compared with the previous
iteration is less than 10−6 [15]. Subsequently, we carried out PCA on continuous residual
time series. New covariance matrices B in Appendix A.2 were constructed, and then
eigenvectors and principal components were generated. After arranging the eigenvectors
in descending order, the leading principal components reflected the largest contributions
to the variance of the regional network residual time series and were associated with
the common mode component of the regional network. The other high-order principal
components are typically associated with specific local or individual site characteristics.
The principal components regarded as common mode errors were subtracted from the
coordinate time series to obtain a new coordinate time series, which is the coordinate time
series with CME correction.

Given that CME represents regional errors and PCA allows a nonuniform spatial
response across network stations, we randomly divided the 180 reference stations into
22 regions to obtain the CME in each respective region (Figure 5). At least three stations
were included in each region to ensure that the CME in each region could be estimated
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via PCA. The distances between the stations in each region are shown in Figure 6. On
average, the distance between stations within each region is approximately 1700 km, which
is commonly considered sufficient for maintaining common mode correlations [25–27]. The
largest distance of 5358 km is consistent with the findings of Marquez Azua [28], which
suggested CME may still exist when the distance is up to 6000 km.

Remote Sens. 2024, 16, x FOR PEER REVIEW 5 of 19 
 

 

The principal components regarded as common mode errors were subtracted from the 
coordinate time series to obtain a new coordinate time series, which is the coordinate time 
series with CME correction. 

Given that CME represents regional errors and PCA allows a nonuniform spatial 
response across network stations, we randomly divided the 180 reference stations into 22 
regions to obtain the CME in each respective region (Figure 5). At least three stations were 
included in each region to ensure that the CME in each region could be estimated via PCA. 
The distances between the stations in each region are shown in Figure 6. On average, the 
distance between stations within each region is approximately 1700 km, which is 
commonly considered sufficient for maintaining common mode correlations [25–27]. The 
largest distance of 5358 km is consistent with the findings of Marquez Azua [28], which 
suggested CME may still exist when the distance is up to 6000 km. 

 
Figure 5. Region division for common mode error estimation. 

 
Figure 6. Mean and maximum distances between stations in each region. 

We conducted PCA on the residual time series to extract the CME for each region. 
When the normalized response of the first principal component of a certain station was 1, 
and the responses of all other stations were less than 0.25, we considered the station to 
have a strong local signal, and therefore, the station should be deleted. Through iterative 
PCA, we ultimately identified 180 selected stations. 

Eastern Asia (Figure 5, Region 2), where IRKJ, ULAB, BJFS, DAEJ, KGNI, and AIRA 
are located, was taken as an example. The contributions of the first three principal 
components (PCs) were 44.8%, 16.0%, and 14.0% for the east component; 39.7%, 21.0%, 
and 15.2% for the north component; and 33.8%, 20.5%, and 15.2% for the vertical 
component. The contribution of the first principal component (PC1) was much greater 
than that of the second and third, which means that PC1 accounts for the most energy in 
the data. 

1  3  5  7  9  11  13  15 17  19  21  
Region index

 
 500

 
 1500

 
 2500

 
3500

 
4500

 
5500

D
is

ta
nc

e 
(k

m
)

mean max

Figure 5. Region division for common mode error estimation.

Remote Sens. 2024, 16, x FOR PEER REVIEW 5 of 19 
 

 

The principal components regarded as common mode errors were subtracted from the 
coordinate time series to obtain a new coordinate time series, which is the coordinate time 
series with CME correction. 

Given that CME represents regional errors and PCA allows a nonuniform spatial 
response across network stations, we randomly divided the 180 reference stations into 22 
regions to obtain the CME in each respective region (Figure 5). At least three stations were 
included in each region to ensure that the CME in each region could be estimated via PCA. 
The distances between the stations in each region are shown in Figure 6. On average, the 
distance between stations within each region is approximately 1700 km, which is 
commonly considered sufficient for maintaining common mode correlations [25–27]. The 
largest distance of 5358 km is consistent with the findings of Marquez Azua [28], which 
suggested CME may still exist when the distance is up to 6000 km. 

 
Figure 5. Region division for common mode error estimation. 

 
Figure 6. Mean and maximum distances between stations in each region. 

We conducted PCA on the residual time series to extract the CME for each region. 
When the normalized response of the first principal component of a certain station was 1, 
and the responses of all other stations were less than 0.25, we considered the station to 
have a strong local signal, and therefore, the station should be deleted. Through iterative 
PCA, we ultimately identified 180 selected stations. 

Eastern Asia (Figure 5, Region 2), where IRKJ, ULAB, BJFS, DAEJ, KGNI, and AIRA 
are located, was taken as an example. The contributions of the first three principal 
components (PCs) were 44.8%, 16.0%, and 14.0% for the east component; 39.7%, 21.0%, 
and 15.2% for the north component; and 33.8%, 20.5%, and 15.2% for the vertical 
component. The contribution of the first principal component (PC1) was much greater 
than that of the second and third, which means that PC1 accounts for the most energy in 
the data. 

1  3  5  7  9  11  13  15 17  19  21  
Region index

 
 500

 
 1500

 
 2500

 
3500

 
4500

 
5500

D
is

ta
nc

e 
(k

m
)

mean max
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We conducted PCA on the residual time series to extract the CME for each region.
When the normalized response of the first principal component of a certain station was
1, and the responses of all other stations were less than 0.25, we considered the station to
have a strong local signal, and therefore, the station should be deleted. Through iterative
PCA, we ultimately identified 180 selected stations.

Eastern Asia (Figure 5, Region 2), where IRKJ, ULAB, BJFS, DAEJ, KGNI, and AIRA are
located, was taken as an example. The contributions of the first three principal components
(PCs) were 44.8%, 16.0%, and 14.0% for the east component; 39.7%, 21.0%, and 15.2%
for the north component; and 33.8%, 20.5%, and 15.2% for the vertical component. The
contribution of the first principal component (PC1) was much greater than that of the
second and third, which means that PC1 accounts for the most energy in the data.

In addition, the spatial response of the first three principal components is shown in
Figure 7. For PC1, the east component had mean and minimum spatial responses of 0.76
and 0.54, respectively. The north component’s responses were 0.73 and 0.53, while the
vertical component’s responses were 0.65 and 0.43. All stations showed spatial responses
above 0.25 for the three components. However, both positive and negative terms were
present in the spatial responses of PC2 (the second principal component) and PC3 (the
third principal component), with minimum responses of −0.96 and −0.88, respectively.
Consequently, we treated PC1 as the CME in Region 2.
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Figure 7. Spatial response of the first three principal components (Top: the spatial response for PC1.
Middle: the spatial response for PC2. Bottom: the spatial response for PC3).

Figure 8 shows the time series of PC1 in the region. The root-mean-square (RMS) of
PC1 was 0.82 mm, 1.02 mm, and 2.88 mm for the three components. Compared with that
for the east and north components, the fluctuation of PC1 for the vertical component was
significant, which reveals that the influence of CME on the GNSS solutions for the vertical
component is more obvious than that for the horizontal components. By considering PC1
as the CME, and combined with the corresponding spatial response, the coordinate time
series with CME correction were obtained and are shown in Figure 9.
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Figure 8. First principal component time series for eastern Asia.

For all the stations in the defined regions around the globe, the ratio of the first three
eigenvalues of the corresponding components to the summation of all eigenvalues for the E,
N, and U coordinate components is shown in Figure 10. The average ratio of PC1 was 46.9%,
48.1%, and 43.5% for the east, north, and vertical components, respectively. PC2 accounted
for 20.9%, 20.0%, and 22.0%, respectively. PC3 accounted for 14.7%, 14.3%, and 15.4%,
respectively. As shown in the figure, the ratio of the eigenvalue of PC1, which exceeded
40% for all components, was much higher than those of the other principal components.
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Figure 10. Ratio of the first three eigenvalues of the corresponding components for each region.

The average spatial responses to the first three principal components of each region
are shown in Figure 11. For all regions, the mean spatial responses corresponding to PC1
had the same sign, and the average responses were 0.70, 0.71, and 0.66 for the east, north,
and vertical components, respectively. Clearly, the normalized spatial response of PC1
had a strong consistency, which reflects the common law of the entire region. The spatial
responses of the other PCs included positive and negative terms, and the average responses
in most regions were less than 0.25; in other words, the standardized spatial responses
varied drastically by station and showed a poor consistency, indicating nonuniform spatial
responses. The spatial response of PC1 in all regions met the CME definition from Dong
et al. [15] that more than 50% of stations have a significant normalized response (>0.25).
In the case of the above analysis, we considered PC1 as the CME as applied in Dong
et al. [15] to perform regional filtering and removed it from the raw coordinate time series
in this study.
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4. CME Impact on Coordinate Time Series and Contribution to Reference
Frame Refinement

According to the discussion in the preceding section, the coordinate time series with
CME correction was derived. We define this approach as CME filtering in later parts
of this paper. In the subsequent section, we analyze the impact of CME filtering on the
reference frame, with a focus on the following three aspects: (1) accuracy improvement of
the coordinate solutions, (2) station velocity differences before and after CME correction,
and (3) accuracy improvement of the IGS-based global reference frame.

4.1. Accuracy Improvement of Coordinate Solutions

We further applied CME correction to the residual coordinate time series and derived
the new residual time series. Figure 12 shows the time series for the SAMO and WGTN
stations. The dispersion of the residual time series after CME filtering was much smaller.
For SAMO, the RMS of the residual time series before CME filtering was 1.30 mm, 1.09 mm,
and 3.94 mm for the three components, respectively. The values were 0.93 mm, 0.91 mm,
and 3.64 mm, respectively, after CME filtering. The RMS decreased by 28.7%, 16.9%, and
7.77% for the three components. For WGTN, the RMS of the residuals before filtering was
1.22 mm, 0.88 mm, and 2.57 mm, respectively, and the values were 0.87 mm, 0.69 mm,
and 1.81 mm, respectively, after CME filtering. The RMS decreased by 28.9%, 22.1%, and
29.5% for the three components. The station position precision clearly improved after
CME filtering.
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Figure 12. Two examples of site position residual time series before CME filtering (blue) and after
CME filtering (red).

The RMS of the residual time series in all epochs before and after CME filtering of
the 180 IGS reference stations was calculated. The RMS improvement percentages of the
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residual position time series for each station are shown in Figure 13. A clear improvement
in the RMS among all stations was observed, and the improvement showed no obvious
regional distribution law. However, in regions with a large distance between stations, such
as Regions 3, 14, and 18, the accuracy improvement of most stations was not significant. By
applying CME correction, the mean RMS of the residual time series was reduced by 26.4%,
26.7%, and 23.9% for the east, north, and vertical components, respectively. The value is
slightly lower than Li’s result [21], which may be due to the proximity of the stations in
Southern California in their study, and is roughly equivalent to the results from Li [23].
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Figure 13. RMS improvement percentage of residual time series before and after CME filtering.

4.2. Analysis of Velocity Estimation

We estimated the velocity of the stations along with its uncertainty before and af-
ter CME filtering using the model in Appendix A.1. A colored noise model was used
to generate the uncertainty in the velocity solutions [29]. Figure 14 displays the veloc-
ity difference (∆V = Vunfiltered − Vfiltered) and the corresponding uncertainty difference
(∆σ = σunfiltered − σfiltered) [21]. Table 1 presents their statistics. The mean velocity differ-
ences were −0.00 mm/yr, 0.01 mm/yr, and 0.00 mm/yr for the east, north, and vertical
components, respectively. Although the mean velocity differences were within 0.01 mm/yr,
the maxima reached 0.17 mm/yr, 0.48 mm/yr, and 0.45 mm/yr for the three components,
which is much larger than the up-to-date velocity accuracy. The effect of CME on velocity
estimation cannot be overlooked. After CME was removed, the velocity uncertainties
of almost all stations decreased for all components. The mean reduction in the velocity
uncertainty was 0.01 mm/yr, 0.01 mm/yr, and 0.03 mm/yr for the east, north, and vertical
components, respectively, and the maximum difference reached 0.09 mm/yr, 0.05 mm/yr,
and 0.13 mm/yr, respectively. The effect of CME on velocity estimation therefore cannot
be ignored.
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Table 1. Velocity difference and uncertainty difference before and after CME filtering (unit: mm/yr).

Component
Velocity Difference Velocity Uncertainty Difference

E N U E N U

Mean −0.00 0.01 0.00 0.01 0.01 0.03

Max 0.17 0.48 0.45 0.09 0.05 0.13

4.3. Accuracy Improvement of the Reference Frame

In order to assess the accuracy of the reference frame with CME correction, we em-
ployed Helmert transformation parameters, which account for quasi-instantaneous trans-
lational, rotational, and scale discrepancies between two geometrically similar reference
frames, and its estimates may be influenced by the network distributions [30]. When
aligning IGS coordinate time series, which contain seasonal signals, with ITRF, significant
aliasing errors can arise in the transformation parameters. Research conducted by Chen
et al. suggested that the augmented ITRF2020 has a positive effect on frame alignment [31].
However, the focus of this paper is to analyze the impact of CME filtering on the reference
frame. Therefore, in this study, we aligned the IGS solutions to the nonlinear ITRF, incor-
porating postseismic deformation models, and provided seasonal signals in the Center of
Figure (CF) frame without considering other methods for augmenting ITRF2020.

Our approach involved treating ITRF2020 as the ground-truth reference frame and
deriving corresponding weekly solutions based on the IGS weekly solutions. Subsequently,
we obtained the Helmert transformation parameters between ITRF2020 and the IGS re-
processing solutions with and without CME correction, consisting of three translation
parameters, three rotation parameters, and scale parameters. The calculation methodology
for Helmert transformation parameters is detailed in Appendix A.3. We set outlier rejection
thresholds at 10 mm (east/north) and 30 mm (vertical) during the Helmert transformation
process [30,32]. To validate the efficacy of the CME filtering, we devised two distinct
schemes. The 180 stations participating in estimating CME were used to calculate transfor-
mation parameters in Scheme 1, which we call 180 core stations. Other 185 stations that
did not participate in estimating CME were added to estimate transformation parameters
in Scheme 2, which we call 185 user stations. The distribution of the total 365 reference
stations in Scheme 2 is shown in Figure 15. Red spots represent newly added user stations.
We calculated the CME of 185 user stations distributed in 22 regions using the average
corresponding of each region and obtained the CME-filtered solutions. Results showed
that outlier rejection rates are 0.63 and 0.60 with and without CME filtering in Scheme
1 and 1.57 and 1.54 with and without CME filtering in Scheme 2 during the Helmert
transformation process.
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4.3.1. Helmert Transformation Parameters

The time series of translation (Tx, Ty, Tz), rotation (Rx, Ry, Rz), and scale (Scale)
between the ITRF2020 and IGS solutions in Scheme 1 are presented in Figure 16 (left),
and those of Scheme 2 are presented in Figure 16 (right). Visible biases and rates can
be observed in the seven parameters. Due to differences in the station selection and
processing strategies, the values of the seven parameters are inconsistent with the results of
Altamimi [33]. Notably, at epoch 2015.0, the fitting scale parameter is −0.68 ppb with a rate
of −0.016 ppb/yr, which is consistent with the scale parameter from IGS to ITRF2020 [33].
The near-annual signals present in the rotation parameters and scale parameters could be
the aliasing errors in different techniques, periodicity errors in IGS solutions, or unapplied
geophysical signals in ITRF [31,33,34].
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Figure 16. Helmert transformation parameters between IGS and ITRF2020 solutions before (blue)
and after (red) CME filtering (left: Scheme 1, right: Scheme 2).

The mean values and the standard deviation (STD) of the transformation parameters
after subtracting the linear fitting terms, both before and after CME filtering, are presented
in Table 2. The average of three translation parameters are within 0.05 mm, indicating that
the systematic deviation between ITRF2020 and IGS Repro3 was effectively eliminated
by the linear fitting. There were noticeable decreases in both the mean and STD of the
parameters after CME filtering. The STDs of the seven transformation parameters were
reduced by approximately 65%, 58%, 53%, 42%, 33%, 56%, and 46% in Scheme 1 and by 60%,
54%, 51%, 47%, 39%, 62%, and 47% in Scheme 2. The reduction in the STD demonstrates
that the transformation parameters exhibited reduced fluctuations and higher stability after
CME filtering.

Table 2. Means and standard deviations of the transformation parameters before and after CME filtering.

Parameters

After Deducting Linear Fitting
Terms (Scheme 1)

After Deducting Linear Fitting
Terms (Scheme 2)

Unfiltered Filtered Unfiltered Filtered

Tx (mm)
0.04 0.00 0.05 0.01
±0.60 ±0.21 ±0.78 ±0.31

Ty (mm) 0.02 0.01 0.03 0.01
±0.43 ±0.18 ±0.65 ±0.30
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Table 2. Cont.

Parameters

After Deducting Linear Fitting
Terms (Scheme 1)

After Deducting Linear Fitting
Terms (Scheme 2)

Unfiltered Filtered Unfiltered Filtered

Tz (mm)
0.01 0.00 0.01 0.00
±0.45 ±0.21 ±0.47 ±0.23

Rx (mas)
0.000 0.000 0.000 0.000
±0.012 ±0.007 ±0.017 ±0.009

Ry (mas) 0.001 0.000 0.001 0.001
±0.015 ±0.010 ±0.018 ±0.011

Rz (mas)
0.000 0.000 0.000 0.000
±0.009 ±0.004 ±0.013 ±0.005

Scale (ppb) 0.01 0.00 0.01 0.00
±0.13 ±0.07 ±0.15 ±0.08

4.3.2. Uncertainty of the Helmert Transformation Parameters

The uncertainty of each parameter of Helmert transformation was also evaluated at
each epoch, and the time series are shown in Figure 17. In general, the uncertainty of
Scheme 2 was found to be lower than that in Scheme 1, which could be attributed to the
increased number of reference stations used for calculating the transformation parameters.
Moreover, the values after CME filtering were smaller. The accuracy of the translation
parameters improved by approximately 0.04 mm, 0.04 mm, and 0.03 mm in Scheme 1 and
0.02 mm, 0.03 mm, and 0.03 mm in Scheme 2. The rotation parameters were improved
by approximately 1.28 µas, 1.22 µas, and 1.32 µas in Scheme 1 and 0.80 µas, 0.79 µas, and
0.77 µas in Scheme 2. The scale parameters were improved by 0.01 ppb and 0.00 ppb
in Scheme 1 and Scheme 2, respectively. The accuracy of the Helmert transformation
parameters was increased due to the improved accuracy of the IGS coordinate solution
after CME filtering. Consequently, the credibility of the transformation parameters between
the two frames was enhanced with CME filtering.
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4.3.3. Post-Transformation Residuals Time Series

The coordinate difference after Helmert transformation, known as post-transformation
residuals, is also an accuracy indicator for evaluating reference frames. We calculated the
post-transformation residuals between ITRF2020 and the unfiltered/filtered IGS solutions.
The results are depicted in Figure 18, with the blue and red lines representing the post-
transformation residual series before and after CME filtering, respectively. It is evident that
the post-transformation residuals all decreased after filtering, with the vertical component
exhibiting the most notable improvement. It decreased by 0.23 mm, 0.19 mm, and 0.58 mm
in Scheme 1 and by 0.21 mm, 0.15 mm, and 0.44 mm in Scheme 2, respectively, in the three
directions. The lower post-transformation residuals further affirm the refinement of the
reference frame achieved through the utilization of the CME-filtered coordinate time series.
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5. Discussion

To explore whether the different divisions of the globe will affect the CME filtering
results, we defined a second region division (Division 2) (Figure 19). Most regions are
different from those in the first division definition given in Section 3 (Division 1). Simi-
larly, at least three stations were included in each region to ensure that the CME in each
region could be estimated. For each region, the average distance between the stations was
approximately 1770 km, and the largest distance between two stations reached 5358 km.
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Applying the same analysis as in Section 4.1, PCA was performed on the residual
time series of all stations in each region, and the residual time series after filtering were



Remote Sens. 2024, 16, 4469 14 of 18

derived. The RMS of the residual time series before and after filtering was also estimated,
and its improvement percentages for each station are shown in Figure 20. By applying
CME correction, the mean RMS of the residual time series was reduced by 24.3%, 23.4%,
and 18.7% for the east, north, and vertical components, respectively. Compared with the
results in Figure 13, the accuracy improvement of a few stations differed greatly, but the
accuracy improvement of most stations was not substantially different from that under
Division 1. Similar to Division 1, the accuracy improvement of the stations in a region
separated by long distances was not significant.
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Table 3 lists the statistics of ∆V and ∆σ. The mean ∆V values were −0.00 mm/yr,
0.01 mm/yr, and 0.01 mm/yr, and the maximum ∆V reached 0.28 mm/yr, 0.41 mm/yr,
and 0.42 mm/yr for the east, north, and vertical components, respectively. The maxima in
∆σ were 0.08 mm/yr, 0.05 mm/yr, and 0.10 mm/yr for the three components, respectively.
In general, there is no almost difference in the mean ∆V and mean ∆σ between Division 1
(shown in Table 1) and Division 2. The maximum ∆V difference is 0.42 mm/yr, and the
maximum ∆σ difference is 0.10 mm/yr. The influence of different divisions of the globe on
velocity can be ignored.

Table 3. Velocity difference and uncertainty difference before and after CME filtering (unit: mm/yr,
Division 2).

Component
Velocity Difference Velocity Uncertainty Difference

E N U E N U

Mean −0.00 0.01 0.00 0.01 0.01 0.03

Max 0.28 0.41 0.42 0.08 0.05 0.10

The Helmert transformation parameters between the ITRF2020 and IGS solutions
with/without CME filtering under the two divisions were compared. A total of 180 core
stations were used to calculate the Helmert transformation parameters. The mean and
STD of the Helmert parameters were recalculated after deducting the linear terms under
Division 2. The results are displayed in Table 4. In the case of filtering by the two divisions,
the mean and STD of the Helmert parameters showed only slight differences. The mean
of the translation parameter varied within 0.01 mm, and the rotation parameter varied
within 0.001 mas. Compared with the accuracy difference of the Helmert parameters
before and after CME filtering, these accuracy differences were much smaller. Therefore,
applying regional CME filtering can improve the accuracy of the reference frame. In
addition, if the globe is divided into a considerable number of regions, and the divisions
are conducted based on randomness without considering geophysical factors like tectonic
plates, the difference in refinement of the reference frame between different divisions can
be considered negligible.
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Table 4. Means and STDs of the transformation parameters before and after CME filtering.

Parameters
With Deducting Linear Fitting Terms

Unfiltered Filtered,
Division 1

Filtered,
Division 2

Tx (mm)
0.04 0.00 0.00
±0.60 ±0.21 ±0.21

Ty (mm) 0.02 0.01 0.01
±0.43 ±0.18 ±0.17

Tz (mm)
0.01 0.00 0.00
±0.45 ±0.21 ±0.20

Rx (mas)
0.000 0.000 0.000
±0.012 ±0.007 ±0.004

Ry (mas) 0.001 0.000 0.000
±0.015 ±0.010 ±0.005

Rz (mas)
0.000 0.000 0.000
±0.009 ±0.004 ±0.004

Scale (ppb) 0.01 0.00 0.00
±0.13 ±0.07 ±0.05

6. Conclusions

In this study, we utilized Repro3 weekly coordinate solutions spanning a period of 21
years (2000.0–2021.0). The GNSS regional-related CMEs were estimated by applying princi-
pal component analysis, and the filtered GNSS coordinate solutions were derived. To assess
the extent of the refinement on the global reference frame with regional CME correction, the
following three aspects were considered: improvement of the coordinate solutions accuracy,
variation in the velocity field, and improvement of the reference frame accuracy before and
after CME filtering. Based on the analysis, we reached the following conclusions:

1. Through the implementation of CME correction, the mean RMS of the residual time
series was reduced by 28.9%, 22.1%, and 29.5% for the east, north, and vertical
components, respectively. So, more accurate station coordinates can be obtained by
CME filtering.

2. The maximum differences in velocity between unfiltered and filtered solutions were
found to be 0.48 mm/yr, significantly exceeding the currently available velocity
accuracy. After CME correction, the velocity uncertainties of almost all stations
decreased for all components. The maximum difference reached 0.13 mm/yr. Thus,
it is evident that CME for velocity estimation cannot be disregarded and should be
taken into consideration to ensure the highest attainable accuracy.

3. The reduction in standard deviation values of the transformation parameters between
ITRF2020 and the unfiltered/filtered IGS solutions exceeding 30% demonstrates that
the transformation parameters exhibit fewer fluctuations and greater stability after
CME filtering.

4. The average uncertainty of the Helmert transformation parameters significantly de-
creased after CME filtering compared with before. The higher precision of the Helmert
parameters indicates that filtered IGS coordinate solutions are more reliable.

5. After CME filtering, the post-transformation residuals, which represent the coordinate
difference between the ITRF and the unfiltered/filtered IGS solutions after Helmert
transformation, consistently decreased for all three components. This indicates that
CME correction enhances the accuracy of the transformation between the IGS reference
frame and ITRF, leading to improved alignment between the two frames.

6. In comparison with the observed accuracy difference in the Helmert parameters before
and after CME filtering, the accuracy difference between the Helmert parameters
obtained using different divisions was considerably smaller. This finding suggests that
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when the globe is divided into a considerable number of regions, and the divisions
are conducted based on randomness without considering geophysical factors like
tectonic plates, the filtered coordinate time series has little difference in refining the
entire reference system.

In conclusion, CME correction proves to be an effective method for obtaining more
accurate reference station position coordinates and has effects on velocity estimation. It
further enhances the refinement of the IGS reference frame. We believe that the application
of common mode error correction can be extended to other technologies like VLBI. If
we form per-technique long-term solutions by CME correction to contribute to the ITRF
combination, overall accuracy can be further improved. Furthermore, our future research
is designed to achieve a deeper insight into the physical origins of the CME and develop
more accurate correction methods to effectively refine the reference frame.
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Appendix A

Appendix A.1. Fitting Model of Coordinate Time Series

The coordinate time series contain both signals and noise in the temporal and spatial
domains. For each coordinate time series, the model proposed by Nikolaidis (2002) [14],
which has the following form, was used:

x(t) = x0 + v·(t − t0) + ∑i [Sisin(ωit) + Cicos(wit)] + ∑k DkB
(

t1
k , t2

k

)
+ ∑j Fj(t) (A1)

where x(t) is the site coordinate in epoch t; x0 is the offset; v is the velocity; Si and Ci are
the amplitudes of the annual and semiannual seasonal changes, respectively; Dk is the
amplitude of the box function; B is a box function, which has two time dummy parameters,
the start time and the end time; and Fj is the amplitude of the remaining nonlinear terms.

Appendix A.2. Mathematical Model of Principal Component Analysis

Define the m × n real-valued matrix X
(
ti, xj

)
(i = 1, 2, . . . , m and j = 1, 2, . . . , n,

assuming m ≥ n) as the daily station coordinate time series of a regional network with
n stations and spanning m days. In the X matrix, each column represents the residual
value for the east, north, and vertical components from a single station in the network, and
the rows represent the geodetic component values for all stations in a given epoch. The
elements of the covariance matrix B of the matrix X

(
ti, xj

)
are defined as

bij =
1

m − 1

m

∑
k=1

X(tk, xi)X
(
tk, xj

)
(A2)

ftp://igs.ign.fr/pub/igs/products/repro3/
ftp://igs.ign.fr/pub/igs/products/repro3/
ftp://itrf-ftp.ign.fr/pub/itrf/itrf2020
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The (n × n) symmetric matrix B can be decomposed as

B = VΛVT (A3)

where the n × n eigenvector matrix VT is a row orthonormal matrix, and the matrix Λ has
k nonzero diagonal eigenvalues {λk}(n ≥ k). In real data, the rank of matrix B is usually
full (k = n), and B can be expanded by n orthonormal vectors. Therefore, matrix X

(
ti, xj

)
can be expanded by the orthogonal function basis V

X
(
ti, xj

)
= ∑n

k=1 ak(ti)vk
(
xj
)

(A4)

where ak(t) is derived as
ak(ti) = ∑n

j=1 X(ti, xj)vk(xj) (A5)

ak(t) is called the kth principal component (PC) of matrix X, and vk(x) is its corre-
sponding eigenvector. The principal components represent temporal variations, and the
eigenvectors represent the corresponding spatial responses to each principal component.

Appendix A.3. Calculation Formula of Helmert Transformation Parameters

Helmert transformation parameters are calculated with the formula given by [33]:x
y
z


IGS

=

x
y
z


ITRF2020

+ T + D

x
y
z


ITRF2020

+ R

x
y
z


ITRF2020

(A6)

where T is the translation vector T =
(
Tx, Ty, Tz

)T , D is the scale factor, and R is the matrix
encompassing the rotation angles, given by

R =

 0 −Rz Ry
Rz 0 −Rx
−Ry Rx 0

 (A7)
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