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a b s t r a c t 

Several schemes have been proposed for handling gaseous overlapping bands in the context of the cor- 

related k-distribution model (CKD), but they all require manual operation and the accuracy is limited. 

In this paper, we proposed two automatic methods for gas absorption calculation based on correlated 

k-distribution, namely finding point method (FPM) and re-optimized method (ROM), to improve the ac- 

curacy and the speed of gaseous absorption calculation. Compared with the line-by-line (LBL) results 

under standard profiles, the resulting accuracy of FPM is 0.09 Kday −1 in troposphere, -0.3 Kday −1 in 

stratosphere, -0.18 W / m 

2 for upward flux and -0.44 W / m 

2 for downward flux; the accuracy of ROM is 

0.1 Kday −1 in troposphere, 0.3 Kday −1 in stratosphere, -0.35 W / m 

2 for upward flux and -0.18 W / m 

2 for 

downward flux. The accuracy of the two methods is higher than rapid radiative transfer model for gen- 

eral circulation models (RRTMG). Under realistic profiles, the accuracy of FPM and ROM is slightly lower 

than that their accuracy under standard profiles but still higher than RRTMG. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

Radiative absorption of the atmosphere is a crucial component 

f various atmospheric models, especially for long-term climate 

imulations. The radiative calculation in climate studies requires 

igh accuracy and fast speed. Line-by-line (LBL) radiative trans- 

er method [1 , 2 , 3] is the most precise way to simulate the atmo-

pheric radiative transfer process, but its calculation amount is too 

arge for practical problems [4 , 5] . Over the past decades, correlated 

-distribution model (CKD) has been widely adopted in thermal in- 

rared radiative transfer calculations for its particularly simple and 

ractical property [6–11] . In CKD, the gaseous absorption within 

 spectral interval is assumed to be unrelated to the variation of 

he absorption coefficient for wavenumber, and gaseous absorp- 

ion is contingent only on the distribution of k within the spec- 

ral interval [8 , 12 , 13 , 14] . Then, the absorption coefficients can be

orted in order of increasing intensity, and the gaseous transmis- 

ion can be integrated over a smooth and monotonically increas- 

ng absorption coefficient space instead of over a tortuously vari- 

ble frequency space. Therefore, the CKD method requires fewer 

oints to calculate the spectral transmissivity than the LBL calcu- 
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ation. In other words, CKD method is much more efficient than 

he LBL, and is relatively accurate in solving the gaseous absorp- 

ion and multiple scattering in inhomogeneous atmosphere in- 

olving aerosols and clouds [10] . Atmospheric and Environmen- 

al Research Inc. (AER) developed the Rapid Radiative Transfer 

odel (RRTM) [15] . This model is highly accurate due to the ef- 

cient schemes for gas absorption calculations optimized by the 

BL model for the high-resolution transmission (HITRAN) database. 

he European Center of Middle-Range Weather Forecast (ECMWF) 

eveloped abroad band radiation scheme [16] for their general cir- 

ulation model (GCM), which has been replaced by a rapid version 

f RRTM (RRTMG for General Circulation Models (RRTMG)) since 

0 0 0 [17] . 

An essential problem of CKD method is how to deal with the 

umerous overlapping absorption bands in the thermal infrared 

egion. Since Wang and Ryan [18] investigated the overlapping ef- 

ects of atmospheric gases absorption, several studies tried to solve 

he overlapping problem in the context of CKD. The very first 

ethod is based on the multiplication property of transmission. 

n the approach, the total transmission of a gas mixture is equal 

o the product of the transmissions by the individual gases. How- 

ver, this property can only be applied to monochromatic trans- 

ission or to spectrally averaged transmission of a small spectral 

nterval. For a wide absorption band, the multiplication property is 

https://doi.org/10.1016/j.jqsrt.2021.107697
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jqsrt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jqsrt.2021.107697&domain=pdf
mailto:sgjin@nuist.edu.cn
mailto:sgjin@shao.ac.cn
https://doi.org/10.1016/j.jqsrt.2021.107697


M. Zhu, S. Jin, J. Tao et al. Journal of Quantitative Spectroscopy & Radiative Transfer 270 (2021) 107697 

o

p

s

l

a

a

a

m

w

i

r

t

t

e

c

o

s

a

p

d

h

b

p

p

(

m

g

t

r

p

b

c

2

p

u

T

s

e

b

p  

t

∑

{

i

x{
w

i  

fl

n  

a

t

e  

p

p

k

w

e

p

t  

1

1

f

m  

a

t  

t

k

Nomenclature 

a i Position point for i th Gaussian quadrature point 

α adjusted factor 

c x i , P r 
j 
,i The i th fitting coefficient for temperature in x i inte- 

gration point and j th reference pressure 

f ( k ) probability density 

f obj objective function 

F err error function of flux 

F 
↑ 

T OA.LBL 
LBL calculated value of upward flux at the top of the 

atmosphere 

F 
↑ 

T OA 
CKD calculated value of upward flux at the top of 

the atmosphere 

F 
↓ 

s f c.LBL 
LBL calculated value of downward flux at surface 

F 
↓ 

s f c 
CKD calculated value of downward flux at surface 

g cumulative probability function 

�g i Weight point for i th CKD integration point 

�G i 1 , i 2 
weight of CKD integration point p ( i 1 , i 2 ) 

h CKD calculated value of heating rate 

h LBL LBL calculated value of heating rate 

H err error function of heating rate 

k absorption coefficient 

k r absorption coefficient in reference pressure 

k max maximum absorption coefficient in reference level 

n total number of CKD integration points 

p ( i 1 , i 2 ) Combination point consisted of x i 1 of gas 1 and x i 2 
of gas 2 

P Atmospheric pressure 

P r 
j 

j th reference pressure 

r Ratio of heating rate error function 

T Atmospheric temperature 

Tr transmission 

v wavenumber 

�v spectral interval 

w i weight for i th Gaussian quadrature point 

x i Position point for i th CKD integration point 

nly valid when spectral features of all the overlapping gases are 

erfectly uncorrelated. However, for most practical situations, this 

cheme is not applicable due to the non-random-induced corre- 

ation [10] . Li and Barker [9] took partly correlation into account 

nd further modified the partly correlation scheme algorithm as 

n alternate mapping method. In this method, cumulative prob- 

bility space is divided into several intervals and then one pri- 

ary gas is assumed to dominate the absorption in each interval, 

hile the same sorting rule is applied to the other gases in this 

nterval. However, it requires manual effort in building the algo- 

ithm compared to the band-mean models. For example, it needs 

o try to choose different interval divisions and gases in each in- 

erval [5 , 9] . Therefore, the accuracy is limited by the manual op- 

ration. To circumvent the overlapping problem, some studies fo- 

used on the modified amount weighted scheme. The main idea 

f this scheme is combining these coefficients by weighting ab- 

orber amounts into the ‘‘single gas’’. Therefore, the key is to find 

 comprehensible and efficient way to generate combined spectral 

arameters for the ‘‘single gas’’ that are related to those of the in- 

ividual gases. While this method has achieved high accuracy, its 

andling of weighting factors for each gas becomes inefficient for 

ands with more than two absorbers [9 , 10] . 

Is this study, we aimed to find a non-manual scheme to im- 

rove the accuracy and the speed of CKD method. Therefore, we 

roposed two automatic methods inspired by decreasing method 

DM) [19 , 20] , called finding point method (FPM) and re-optimized 
2 
ethod (ROM) for gas absorption calculation in an atmospheric 

eneral circulation model. In Section 2 , we introduced the CKD 

heory, DM, FPM and ROM. In Section 3 , we used the wavenumber 

anges, implemented gas species and the number of k-distribution 

oints in RRTMG in our calculation, and compared the results 

ased on FPM and ROM with those based on RRTMG. Finally con- 

lusions are given in Section 4 . 

. Correlated k-distribution model theory 

In CKD method, the transmission of a single gas can be ex- 

ressed as an integration over the cumulative probability and eval- 

ated by a finite sum of exponential terms [10] : 

 r = 

1 
�v 

∫ 
�v e 

−k ( v ) u dv 
= 

∫ ∞ 

0 f ( k ) e −ku dk 

= 

∫ 1 
0 e −k ( g ) u dg 

= 

n ∑ 

i =1 

e −k ( x i ) u �g i 

(1) 

Where Tr is the transmission; v is wavenumber and �v is the 

pectral interval; u is the absorber amount; k is the absorption co- 

fficient; f ( k ) is the probability density; g is the cumulative proba- 

ility function; x i and �g i are integration point and weight for i th 

oint; n is the total number of integration points. For x i and �g i ,

he constraints are as follows [10] : 

n 
 

i =1 

�g i = 1 . (2) 

The inequality constraints are as follows: 

�g i > 0 

0 < x i < 1 

( i = 1 , · · · , n ) . (3) 

In spectral bands, the absorption coefficients change drastically 

n the cumulative space close to 1. Therefore, the quadrature points 

 i and weights �g i are set as follow [20] : 

�g i = 2�w i a i 
x i = a i 

2 , 
(4) 

here a i and w i are Gaussian quadrature point and weight for 

 th point. In the realistic inhomogeneous atmosphere, k ( x i ) is in-

uenced by variable pressure P and temperature T of inhomoge- 

eous atmosphere. Therefore, k ( x i ) becomes k ( x i ,P, T ). CKD method

ssumes that the ordering of the strengths of absorption lines is 

he same as those of different temperature T and pressure P lev- 

ls. Then, k ( x i ,P, T ) is parameterized as a function of temperature

olynomial for multiple reference pressures. In the j th reference 

ressure, the absorption coefficient can be obtained by [5 , 9] : 

 

r 
(
x i , P 

r 
j , T 

)
= 

5 ∑ 

t=1 

c x i ,P r j ,t ∗ (T − 250) t−1 , (5) 

here P r 
j 

is the j th reference pressure, and c x i , P r 
j 
,i is the fitting co- 

fficient for temperature in each integration point and reference 

ressure. A total of 21 reference pressure levels are distributed be- 

ween 10 0 0 and 0.1 mb , which are 10 0 0, 630.957, 398.107, 251.189,

58.489, 100, 63.096, 39.811, 25.119, 15.849, 10, 6.31, 3.981, 2.512, 

.585, 1, 0.631, 0.398, 0.251, 0.158, 0.1 mb . Equations (5) are valid 

or temperatures between 160 and 340 K , which includes most at- 

ospheric conditions [9] . Then the absorption coefficient k ( x i ,P, T )

t any arbitrary pressure P can be approximated by the linear in- 

erpolation between two neighboring P r 
j 

and P r 
j+1 

( P r 
j 

< P < P r 
j+1 

)

hrough the equation: 

 ( x i , P, T ) = 

P r 
j 
− P 

P r 
j 
− P r 

j+1 

·
[
k r 

(
x i , P 

r 
j+1 , T 

)
− k r 

(
x i , P 

r 
j , T 

)]
+ k r 

(
x i , P 

r 
j , T 

)
. (6) 
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Fig. 1. Treatment of overlapping band absorption for two gases in the k-distribution method. 

Fig. 2. Flow chart of DM. 

Table 1 

Points’ serial numbers for different number of points in 

1380-1490 cm 

−1 band. 

Number of integration points Serial number of p 

1 8 

2 8,19 

3 8,17,19 

4 6,11,18,20 

5 6,11,15,18,20 

6 5,9,13,17,18,19 

7 5,9,13,17,18,19,20 

 

e

2
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c

q

l

fl

i

I

3 
For the pressure lower than P r 
1 

or larger than P r 
21 

, we use linear

xtrapolation to calculate the coefficient. 

.1. Decreasing Method 

Decreasing method is an improved method of the traditional 

KD theory [20] . It adopts a nonlinear optimization method to de- 

rease the number of quadrature points, and get more accurate 

uadrature points and weights and optimize the overlapping prob- 

em simultaneously. We can regard the heating rate and radiative 

ux result calculated by LBL and those results calculated by CKD 

n each quadrature point as vectors in a high-dimensional space. 

n other words, we need to linearly combine those vectors of each 
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Fig. 3. Flow chart of FPM. 
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r

F

KD points into the vector of LBL. For constrained linear addition, 

here is usually only one optimal solution for a given target vec- 

or and several optimization vectors. In this study, the sequential 

uadratic programming (SQP) [21] is used as optimization method, 

he number of Gaussian quadrature points is 20, and the number 

f SQP iteration is 100. In the above optimization problems, the 

bjective function is 

f ob j ( �g 1 , �g 2 , . . . , �g M 

) = 

√ 

6 ∑ 

iatm =1 

(
F err ( iatm ) 

2 + r H err ( iatm ) 
2 
)
/ 6 , (7) 
4 
here �g 1 , �g 2 ,…, �g M 

are the weights of M integration points; 

atm is iatm th atmospheric profile; r is the ratio that set as 0.01 

19] ; F err and H err are the error functions of flux and heating rate, 

espectively. The definition of F err and H err are as follows 

 err ( iatm ) = 

√ √ √ √ √ 

∑ NL 
l=1 

(
F 

↑ 
T OA ( iatm, �g 1 , �g 2 , . . . , �g M 

) − F 
↑ 

T OA.LBL ( iatm ) 

)2 

∑ NL 
l=1 F 

↑ 
LBL ( iatm ) 

2 
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Fig. 4. Heating rates and fluxes calculated by LBL (top panels), and the errors of FPM (middle panels) and ROM (bottom panels) in 10 - 350 cm 

−1 band under six standard 

profiles. 

Table 2 

Objective function of optimal solution and the error of DM and FPM for different number of 

points in 1380-1490 cm 

−1 band. 

Number of points Optimal solution DM - optimal solution FPM - optimal solution 

1 6.7654 ∗10 −2 22.2172 ∗10 −2 0 

2 1.9832 ∗10 −2 3.3673 ∗10 −2 0 

3 5.9994 ∗10 −3 47.0662 ∗10 −3 2.8328 ∗10 −3 

4 1.8945 ∗10 −3 3.9551 ∗10 −3 2.3912 ∗10 −3 

5 6.9314 ∗10 −4 51.1492 ∗10 −4 0.7265 ∗10 −4 

6 4.9835 ∗10 −4 12.3163 ∗10 −4 0 

7 4.1524 ∗10 −4 0.6526 ∗10 −4 0 

 

H

w

w

s

c

f

p

n

w

a

m

t

r

T  

w

n

a

+ 

√ √ √ √ √ 

∑ NL 
l=1 

(
F 

↓ 
s f c 

( iatm, �g 1 , �g 2 , . . . , �g M 

) − F 
↓ 

s f c.LBL 
( iatm ) 

)2 

∑ NL 
l=1 F 

↓ 
LBL ( iatm, l ) 

2 
, 

(8)

 err ( iatm ) = 

√ ∑ NL 
l=1 ( h ( iatm, l, �g 1 , �g 2 , . . . , �g M 

) − h LBL ( iatm, l ) ) 
2 ∑ NL 

l=1 h LBL ( iatm, l ) 
2 

, 

(9) 

here F 
↑ 

T OA.LBL 
, F 

↓ 
s f c.LBL 

and h LBL are the LBL calculated value of up- 

ard flux at the top of the atmosphere (TOA), downward flux at 

urface and heating rate, respectively; F 
↑ 

T OA 
, F 

↓ 
s f c 

and h are the CKD 

alculated value of upward flux at the TOA, downward flux at sur- 
5 
ace and heating rate, respectively; l is the l th level for atmospheric 

rofiles. Six standard atmospheric profiles are considered in study, 

amely tropical (TRO), mid-latitude summer (MLS), mid-latitude 

inter (MLW), sub-arctic summer (SAS), sub-arctic winter (SAW) 

nd United States standard (USS) [22] . For the spectral bands with 

ultiple gas absorptions need to be considered, DM assumes that 

he cumulative probability functions of gases are perfectly uncor- 

elated, and the transmission equation becomes: 

 r = 

n ∑ 

i 1 =1 

n ∑ 

i 2 =1 

· · ·
n ∑ 

i nmol =1 

�g i 1 �g i 2 · · ·�g i nmol 
exp 

[ 

−
( 

nmol ∑ 

j=1 

k j ( x i j ) u j 

) ] 

,

(10) 

here x i j and �g i j are an i th quadrature point and its weight of 

umerical integration for the j th gas, and nmol is the number of 

bsorption gases in a spectral band. The number of quadrature 
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Fig. 5. RMSE of the two objective functions versus the number of integration points in the band 5 (700-820 cm 

−1 ) and band 9 (1180-1390 cm 

−1 ). ∗ HR: Heating Rate. UF: 

Upward Flux. DF: Downward Flux. 

Table 3 

Errors of ROM, FPM and RRTMG under six standard profiles. 

ROM FPM RRTMG 

RMSE of HR in Stratosphere 0.0806 0.0872 0.2161 

ME of HR in Stratosphere -0.2936 -0.2995 0.9372 

RMSE of HR in Troposphere 0.0214 0.0315 0.0551 

ME of HR in Troposphere 0.0923 -0.0834 0.1460 

RMSE of UF at TOA 0.2896 0.1219 0.5496 

ME of UF at TOA -0.3496 -0.1766 0.7808 

RMSE of DF at Surface 0.0834 0.2448 1.0763 

ME of DF at Surface -0.1793 -0.4395 -1.2147 

∗ ME: maximum error. HR: heating rate. UF: upward flux. DF: 

downward flux. The unit of heating rate is Kday −1 , and the unit of 

flux is Wm 

−2 

p  

a

T

Table 4 

Errors of ROM, FPM and RRTMG in doubling CO2 concentration un- 

der six standard profiles. 

ROM FPM RRTMG 

RMSE of HR in Stratosphere 0.0753 0.1214 0.1876 

ME of HR in Stratosphere -0.2790 0.4494 0.6761 

RMSE of HR in Troposphere 0.0226 0.0315 0.0558 

ME of HR in Troposphere 0.0972 0.0828 0.1476 

RMSE of UF at TOA 0.2481 0.1142 0.4282 

ME of UF at TOA -0.3002 -0.1420 0.6102 

RMSE of DF at Surface 0.0794 0.1451 0.9000 

ME of DF at Surface -0.1778 -0.2150 -1.0809 

∗ ME: maximum error. HR: heating rate. UF: upward flux. DF: 

downward flux. The unit of heating rate is Kday −1 , and the unit of 

flux is Wm 

−2 

E  

w

c

j

i  
oints is m = n nmol . We assume there are two gases in this ex-

mple, and Eq. 10 becomes: 

 r = 

n ∑ 

i 1 =1 

n ∑ 

i 2 =1 

�g i 1 �g i 2 exp 

[
−
(
k 1 ( x i 1 ) u 1 + k 1 ( x i 2 ) u 2 

)]
= 

n ∑ 

i 1 =1 

n ∑ 

i 2 =1 

�G i 1 , i 2 exp 

[
−
(
k 1 ( x i 1 ) u 1 + k 1 ( x i 2 ) u 2 

)] (11) 
6 
We can get combinations of x i 1 and x i 2 which showed in Fig. 1 . 

ach x i 1 and x i 2 can be combined into a point p ( i 1 , i 2 ), and the

eight of p ( i 1 , i 2 ) is �G i 1 , i 2 
= �g i 1 �g i 2 . 

Fig. 2 shows the flow chart of DM. When the optimization pro- 

ess has converged, the point with the smallest effect on the ob- 

ective function is removed from the solution of the m th order, that 

s, remove the point from the grid of Fig. 1 . then this removed
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Fig. 6. Error contours for latitude-pressures calculated by RRTMG, FPM and ROM. The units of heating rate and flux are Kday −1 and Wm 

−2 , respectively. 
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ondition is used as the initial condition for the ( m − 1)th order. 

he operation is repeated for all orders until the maximum error 

rr max larger than prescribed value σ , or the number of points m 

s smaller than objective number M . 

.2. Finding point method 

As the DM described, the result with less points must be in- 

luded in the result with more points. However, as the Gaussian 

uadrature points are prescribed, the result with less points is 

ot included in the result with more points for most situations. 

o illustrate this problem, we used the exhaustive method to get 

he global optimal solution in 1380-1490 cm 

−1 band, and only one 

bsorption gas is considered in this band. Therefore, p ( i 1 , i 2 ) defined

n Fig. 1 becomes p ( i 1 ). The results are showed in Table 1 . The

oints in optimal solution with three points is point p (8), p (17) and

 (19), while the optimal solution with four points is p (6), p (11),

 (18) and p (20). Therefore, the accuracy of DM is low when the 

umber of points is small. 

Based on the problem that the points in combinations with 

ifferent number of points are different, we proposed the finding 

oints method (FPM) described in Fig. 3 . We assume there are two 

ases in this example, and define p( i m 

1 
, i m 

2 
) as the m th point in

he solution. Fisrt, we prescribed the Gaussian quadrature points 

s 20, and find the optimal solution with one point p( i 1 1 , i 
1 
2 ) . Sec-

nd, we find p( i 2 
1 
, i 2 

2 
) in the remaining points, so that its combi- 

ation with p( i 1 
1 
, i 1 

2 
) can be the optimal combination. The weights 

f [ p( i 1 1 , i 
1 
2 ) , p( i 2 1 , i 

2 
2 ) ] are g 1 and g 2 , respectively. Next, we use the 

djacent points of each point in turn, namely p( i 1 
1 

± 1 , i 1 
2 1 

± 1 ) and 
7 
p( i 2 
1 

± 1 , i 2 
2 

± 1 ) to replace the original points, and recalculate the 

eights by optimization method. For example, we assume the first 

oint is p (2, 3), then P (2 ± 1 , 3 ± 1) (i.e. p (1, 4), p (1, 3), p (1, 2), p (2,

), p (3, 2), p (3, 3), p (3, 4), and p (2, 4) showed in Fig. 1 b) are the ad-

acent points of p (2, 3). We replace the original point combination 

ith a smaller error combination until the error reaches a mini- 

um. Finally, we go to the first step to add point p( i m 

1 
, i m 

2 
) for the

 th order and repeat the process until the maximum error err max 

s less than prescribed value σ , or the number of points m is larger 

han the objective number M . 

Table 2 shows the global optimal solution in the objective func- 

ions in 1380-1490 cm 

−1 band and the errors of DM, FPM. The 

lobal optimal solution is obtained by exhaustive method. For both 

M and FPM, the errors decrease when the number of point in- 

reases. In all cases, the objective function errors of FPM are less 

han DM. For one, two, six and seven quadrature point cases, FPM 

an get the optimal solution. Besides, since FPM calculates fewer 

uadrature points in optimization, compared to DM that needs to 

terate from n nmol quadrature points, the iteration time of FPM is 

reatly shortened 

.3. Re-optimized method 

After the operation of FPM, we get a satisfying result with a 

mall number of points. However, the accuracy of results is lim- 

ted by the number of prescribed Gaussian quadrature points. Thus, 

e use an adjusted factor to minimize the objective function, and 

he optimization method is used again when calculating the ad- 

ust factor. This method is called re-optimized method (ROM). The 
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Fig. 7. Error contours for latitude-pressures calculated by RRTMG, FPM and ROM in double CO2 concentration condition. The units of heating rate and flux are Kday −1 and 

Wm 

−2 , respectively. 
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onstraints of optimization method are: 

α ∗ k r ( x i , P 
r , T ) > 0 

α ∗ k r ( x i , P 
r , T ) − k max ( P r , T ) ≤ 0 

(12) 

here α is the adjusted factor; k max is the maximum absorp- 

ion coefficient in each reference level, and it can be obtained 

rom LBL and expressed as a function of temperature polynomial: 

 max ( P 
r , T ) = 

5 ∑ 

t=1 

c max 
P r ,t 

∗ (T − 250) t−1 , where c max 
P r ,t 

is fitting coeffi- 

ient for temperature in each reference pressure. The first inequal- 

ty constraint indicates that the absorption coefficient at each inte- 

ration point calculated by ROM must always be greater than 0, i.e. 

> 0. The second inequality constraint means that the absorption 

oefficient at each quadrature point calculated by ROM must be 

lways less than the maximum absorption coefficient k max . k max is 

btained from LBL and approximated with the polynomial of tem- 

erature. The form of the polynomial is the same as k r , which is

howed in Eq.5. Since k r and k max in Eq. (12) are all fourth-order 

olynomials of temperature, here we use the first derivative of the 

bsorption coefficient polynomial to find the largest value as the 

aximum lies at the boundary of the temperature range or at the 

table point with derivative zero, and make the largest value lower 

han 0. Normally, the value of α fluctuates around 1. 

To illustrate the accuracy of FPM and ROM, we calculated the 

eating rates and radiative fluxes by LBL (top panels), the errors 

f FPM (middle panels) and the errors of ROM (bottom panels) in 

0 - 350 cm 

−1 band under standard profiles. As shown in Fig. 4 ,

he heating rate errors of ROM are less than FPM at the height 

ver 40 km . At the remaining heights, heating rate errors of ROM 
8 
re comparable with FPM. For the upward flux, the errors of ROM 

re less than FPM at the height below 20 km . FPM has a max-

mum error over -0.2 W / m 

2 in 17 km height under TRO profile,

hile the maximum error of ROM is about 0.16 W / m 

2 in 15 km

nder TRO profile. In the higher atmosphere, ROM is less accu- 

ate. At TOA, the flux errors of ROM are larger than -0.1 W / m 

2 ,

hile the error of FPM fluctuate between -0.03 W / m 

2 and -0.15 

 / m 

2 . For the downward flux, ROM is more accurate than FPM 

elow 15 km . The maximum error of FPM is over -0.8 W / m 

2 un-

er SAW profile. In contrast, the errors of ROM do not reach 0.3 

 / m 

2 at all heights, which is less than a half that of FPM. In

he height between 15 km and 30 km , ROM is less accurate. ROM 

s not better than FPM in all results. This is because in the sec- 

ndary optimization process of ROM, in order to minimize the 

bjective function, SQP reduces the large value in the error, but 

ometimes also makes the small value larger. The error distribution 

nds up becoming more uniform. For some spectral bands, such as 

390 – 1480 cm 

−1 , the accuracy of ROM is higher than FPM in all

esults. 

. Results and Analysis 

.1. Objective function 

We defined two objective functions in our study: objective 

unction 1 (OF1) 

f 1 ob j ( �g 1 , �g 2 , . . . , �g M 

) = 

√ 

6 ∑ 

iatm =1 

(
F 1 err ( iatm ) 

2 + rH 

1 
err ( iatm ) 

2 
)
/ 6 , (13) 
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Fig. 8. a. RMSE of FPM versus the number of integration points in band 3 (500 - 630 cm 

−1 ). The red line is the RMSE of RRTMG with 16 points. b. Maximum error of FPM 

versus the number of integration points in band 3 (500 - 630 cm 

−1 ). The red lines are the error bounds of RRTMG with 16 points. The units of heating rate and flux are 

Kday −1 and Wm 

−2 , respectively. 
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1 
err ( iatm ) = 

√ √ √ √ √ 

∑ NL 
l=1 

(
F ↑ ( iatm, l, �g 1 , �g 2 , . . . , �g M 

) − F 
↑ 

LBL ( iatm, l ) 

)2 

∑ NL 
l=1 F 

↑ 
LBL ( iatm ) 

2 

+ 

√ √ √ √ √ 

∑ NL 
l=1 

(
F ↓ ( iatm, l, �g 1 , �g 2 , . . . , �g M 

) − F 
↓ 

LBL ( iatm, l ) 

)2 

∑ NL 
l=1 F 

↓ 
LBL ( iatm, l ) 

2 
,

(14)

 

1 
err ( iatm ) = 

√ ∑ NL 
l=1 ( h ( iatm, l, �g 1 , �g 2 , . . . , �g M 

) − h LBL ( iatm, l ) ) 
2 ∑ NL 

l=1 h LBL (iatm, l) 
2 

, 

(15) 

nd objective function 2 (OF2) 

f 2 ob j ( �g 1 , �g 2 , . . . , �g M 

) = 

√ 

6 ∑ 

iatm =1 

(
F 2 err ( iatm ) 

2 + H 

2 
err ( iatm ) 

2 
)
/ 6 ,

(16) 

here 

 

2 
err ( iatm ) = 

√ 

NL ∑ 

l=1 

(
F ↑ ( iatm, l, �g 1 , �g 2 , . . . , �g M 

) − F 
↑ 

LBL ( iatm, l ) 

)2 
9 
+ 

√ 

NL ∑ 

l=1 

(
F ↓ ( iatm, l, �g 1 , �g 2 , . . . , �g M 

) − F 
↓ 

LBL ( iatm, l ) 

)2 

, 

(17) 

 

2 
err ( iatm ) = 

√ 

NL ∑ 

l=1 

( h ( iatm, l, �g 1 , �g 2 , . . . , �g M 

) − h LBL ( iatm, l ) ) 
2 
, (18) 

nd the variables in the objective functions are defined as follows: 

 1 , w 2 ,…, w M 

are the weights of M integration points; iatm and l

re the ( iatm )th atmospheric profile and l th level for atmospheric 

rofiles; r is the ratio that set as 0.01; F ∗err and H 

∗
err are the er-

ors of flux and heating rate, respectively; where F 
↑ 

LBL 
, F 

↓ 
LBL 

and h LBL 

re the LBL calculated value of upward flux, downward flux and 

eating rate, respectively; F ↑ and F ↓ and h are the CKD calculated 

alue of upward flux, downward flux and heating rate, respectively. 

ig. 5 shows the root mean squared errors (RMSEs) of heating rate, 

pward flux at TOA and downward flux at surface of two objective 

unctions in band 5 (700-820 cm 

−1 ) and band 9 (1180-1390 cm 

−1 ). 

n band 5, the heating rate errors of OF1 are slightly less than OF2 

n both troposphere and stratosphere. The upward flux errors of 

F1 are larger than OF2 at all number cases, and the downward 

ux error of OF1 are larger than OF2 when the number of integra- 

ion points is between 5 and 9. When the number of integration 

oints is larger than 9, the downward flux errors of two functions 

re not much different. In band 9, the heating rate errors in tropo- 
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Fig. 8. Continued 
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phere of two function do not have significant difference; the heat- 

ng rate errors of OF1 in stratosphere are less than OF2 when the 

oints are less than 9, and the RMSEs of two functions are almost 

he same while the number of integration points is larger than 9. 

or fluxes in two directions, the trend is similar with that in band 

. In conclusion, the results of OF2 is more accurate than that of 

F1 when the number of integration points is large. Therefore, we 

sed OF2 in our study. 

.2. Flux and heating rate 

In our study, we set the vertical resolution of all standard pro- 

les as 1 km and set TOA as 85 km , we used RRTMG’s longwave

pectral band division (10-2600 cm 

−1 ), implemented gas species 

nd the number of integration points in each band. 

Table 3 illustrates the heating rate and radiative flux errors in 

ll infrared spectral region calculated by ROM, FPM and RRTMG 

nder six standard profiles. The accuracy of ROM is higher than 

PM in downward flux, similar to FPM in heating rate, slightly 

ower in upward flux. Meanwhile, the accuracy of both ROM and 

PM does not show a humble to RRTMG, and the errors of RRTMG 

re more than twice that of ROM and FPM. For the results of CO2 

oubling concentration shown in Table 4 , RRTMG still has the low- 

st accuracy. The accuracy of FPM is better than ROM in terms of 

aximum error of heating rate in stratosphere, RMSE and max er- 

or of upward flux at TOA. For the other results, ROM is better than

PM. In conclusion, ROM and FPM are more accurate than RRTMG. 
10 
Furthermore, we examined the accuracy of FPM and ROM 

n realistic atmospheric profiles. The atmospheric input profiles 

re from the ERA-Interim reanalysis data [23 , 24 , 25] . The data is

onthly means of daily means in June, 2019, and the grid of the 

eanalysis data is in coarse resolution of 3 ° × 3 °, and we average 

he data in the zonal direction. Fig. 6 shows the heating rate, up- 

ard flux and downward flux errors of FPM, ROM and RRTMG. For 

eating rate, the errors of RRTMG are small at the heights below 

0 hPa , with a maximum value of 0.1 Kday −1 . In the high latitudes

f the southern hemisphere at 5 hPa , there is a positive error cen- 

er with a maximum value of 0.35 Kday −1 approximately. Above 2 

Pa , the error of RRTMG can reach above 1.5 Kday −1 . In contrast,

he errors of FPM below 10 hPa are smaller than RRTMG, with a 

aximum error of about 0.09 Kday −1 . At the height 5 hPa of the 

ow latitude area, FPM has a negative error center with the max- 

mum value slightly higher than -0.25 Kday −1 . The errors of ROM 

re almost the same as FPM. 

For upward flux, the errors of RRTMG are all negative values in 

he high latitudes of the southern hemisphere, and the maximum 

rror is about -0.5 Wm 

−2 . At the height 100 hPa in the low lati-

udes of the southern hemisphere. There is a negative error center 

ith the maximum is about -0.3 Wm 

−2 . The error in remaining ar- 

as are all positive values, and the error center is at an altitude 

f 40 °N above 10 hPa . The maximum error is slightly higher than 

 Wm 

−2 . The errors of FPM are mostly negative values. The maxi- 

um error is at the height 20 hPa of 15 °S, and the value is about

0.45 Wm 

−2 . The errors of ROM are almost all negative values. The 
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Table 5 

Number of integration points in FPM and RRTMG for each 

band. 

Band FPM RRTMG 

1 8 10 

2 10 12 

3 11 16 

4 10 14 

5 10 16 

6 6 8 

7 9 12 

8 4 8 

9 8 12 

10 6 6 

11 8 8 

12 8 8 

13 4 4 

14 2 2 

15 2 2 

Total 106 138 

3

r

(  

fl

F

r

aximum error is at the height 2 hPa of 15 °S, and the value is

bout -0.44 Wm 

−2 . 

For downward flux, RRTMG has positive errors near 300 hPa in 

id-high latitudes, and the errors in remaining areas are all neg- 

tive values. The errors below 300 hPa are relatively large, with a 

aximum error of -2.22 Wm 

−2 . The errors of FPM above 200 hPa 

re small positive values, and the maximum error is only about 

.16 Wm 

−2 . The errors of FPM increase at the heights below 200 

Pa . However, most errors do not exceed 0.9 Wm 

−2 . The largest 

rror is at nearly 450 hPa in the high latitudes of the southern 

emisphere, with a value about -1.2 Wm 

−2 . The error trend of 

OM is similar with FPM. The maximum error of ROM above 200 

Pa is about 0.38 Wm 

−2 , which is larger than that of FPM; while

he maximum error of ROM below 200 hPa is about -0.56 Wm 

−2 , 

hich is much lower than FPM. 

For the condition of double CO2 concentration which the re- 

ults are shown in Fig. 7 , the error trends are similar with that in

ig. 6 . The errors increase slightly for FPM, ROM and RRTMG. The 

aximum heating rate error of RRTMG increases to 0.5 Kday −1 , 

hile the maximum errors of both FPM and ROM increase to -0.29 

day −1 . The upward flux errors of RRTMG and FPM change to neg- 

tive values. Therefore, the negative value area of RRTMG increases. 

he maximum negative error at 70 °S increases to -0.53 Wm 

−2 , and 

he maximum positive error at 30 °N decreases to 0.84 Wm 

−2 . The 

aximum error of FPM is slightly increased to -0.54 Wm 

−2 , and 

he maximum error of ROM decreases to -0.5 Wm 

−2 . The down- 

ard flux error of three methods do not change much. 
-

ig. 9. Error contours for latitude-pressures calculated bi RRTMG with 138 points, FPM a

espectively. 

11 
.3. Number of integration points 

Since FPM and ROM can achieve high accuracy, we aimed to 

educe the number of integration points. Fig. 8 show the RMSE 

 Fig. 8 a) and the maximum error ( Fig. 8 b) of heating rate, upward

ux at TOA and downward flux at surface of FPM in band 3 (500 

 630 cm 

−1 ), and the comparison between FPM and RRTMG un- 
nd ROM with 106 points. The units of heating rate and flux are Kday −1 and Wm 

−2 , 
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er six standard profiles. The red lines in Fig. 8 a are the RMSE of

RTMG with 16 integration points. FPM can get a smaller RMSE 

han RRTMG when the number of integration points are 8, 11, 5, 

 for heating rate in troposphere, heating rate in stratosphere, up- 

ard flux at TOA and downward flux at surface, respectively. The 

ed lines in Fig. 8 b are the error bounds of RRTMG with 16 in-

egration points. The max errors of FPM are smaller than RRTMG 

hen the number of integration points are 8, 9, 5, 8 for heating 

ate in troposphere, heating rate in stratosphere, upward flux at 

OA and downward flux at surface, respectively. Summarize two 

omparisons, we can get a conclusion that FPM can achieve higher 

ccuracy than RRTMG when the number of integration points is 

nly 11, which is almost 1/3 less than RRTMG. 

Table 5 shows the number of integration points of FPM and 

RTMG for all bands when the accuracy of the two is similar. 

he total number of FPM is 32 less than that of RRTMG, which 

s over 1/5 less than RRTMG. Furthermore, we examined the ac- 

uracy of FPM and ROM with 106 points in realistic atmospheric 

rofiles, the results are shown in Fig. 9 . Compared with the re- 

ults of FPM with 138 points, the accuracy of FPM with 106 points 

ecreases after reducing the number of integration points. In the 

pper atmosphere at 5 hPa , the maximum heating rate errors of 

PM and ROM are both 0.4 Kday −1 , which are only 0.045 Kday −1 

arger than that of RRTMG. For the upward and downward fluxes, 

he accuracy of FPM and ROM does not change much. For upward 

ux, the maximum error of FPM slightly increases to -0.46 Wm 

−2 , 

nd the maximum error of ROM decreases to -0.43 Wm 

−2 . For 

ownward flux, the maximum error of FPM at 20 hPa increases 

o 0.36 Wm 

−2 , and the maximum error below 200 hPa is slightly 

ecreases to -1.14 Wm 

−2 ; the maximum error of ROM at 20 hPa 

lightly decreases to 0.37 Wm 

−2 , and the maximum error below 

00 hPa slightly increases to -0.59 Wm 

−2 . In conclusion, the accu- 

acy of FPM and ROM is still higher than that of RRTMG. 

. Conclusions and Discussion 

Two automatic methods for gas absorption calculation based 

n correlated k-distribution are proposed, namely so-called finding 

oint method and re-optimized method. Compared with the DM, 

e changed the calculation process of the optimization algorithm 

nd improved the accuracy of the method. Both ROM and FPM are 

ore accurate than RRTMG. 

For both standard profiles and realistic profiles, ROM is more 

ccurate than FPM in downward flux, but less accurate in upward 

ux accuracy. This is because in the secondary optimization pro- 

ess of ROM, in order to minimize the objective function, SQP re- 

uces the large value in the error, but sometimes also makes the 

mall value larger. The error distribution becomes more uniform. 

herefore, under the realistic atmospheric profiles, the downward 

ux error of FPM can reach 1.2 Wm 

−2 . In contrast, the maximum 

ownward flux error of ROM is only 0.56 Wm 

−2 , which is less than

alf that of FPM. 

The number of integration points of FPM and ROM is reduced. 

he total number of points is 106 for both FPM and ROM, which 

s 32 less than that of RRTMG. The accuracy of the methods un- 

er the realistic profile condition is examined. The accuracy of FPM 

lightly decreases after the number of integration points reduced. 

n the upper atmosphere at 5 hPa , the maximum heating rate er- 

ors of FPM and ROM are slightly larger than that of RRTMG. For 

he upward and downward fluxes, the accuracy of FPM and ROM 

o not have significant changes. In conclusion, the accuracy of FPM 

nd ROM is still higher than that of RRTMG. 

Here the HITRAN2016 spectral database [26] and MT_CKD 3.1 

re used in our calculation, which may be the reason for the low 

ccuracy of RRTMG. According to the comparison between differ- 

nt versions of HITRAN databases, the downward flux differences 
12 
etween HITRAN2008 and HITRAN2016 are all negative values for 

tandard profiles, and the upward flux differences are all positive 

alues [27] . Furthermore, that trend of positive and negative values 

s similar with the error results of RRTMG in our calculation. Be- 

ides, we used six standard atmospheric profiles under clear sky in 

he objective function. Therefore, we might be able to make FPM 

nd ROM more accurate by increasing the number of standard pro- 

les and adding scattering atmospheres. Because the results opti- 

ized based on six standards, and might not be the optimal solu- 

ion under other atmospheric profiles. For example, in our study, 

he accuracy of the results under the realistic atmospheric profiles 

s lower than that of the standard profile. 
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