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Abstract

The third-generation BeiDou navigation satellite system (BDS-3) began providing global positioning, navigation and timing
service on December 27, 2018. We present three triple-frequency carrier phase (CP) precise time and frequency transfer
models using the BDS-3 B11/B31/B2a signals, named IF-PPP1, IF-PPP2 and UC-PPP models, respectively. The BDS B11/
B3I dual-frequency ionospheric-free (IF) model is also introduced, known as IF-PPPO model. The corresponding math-
ematical and stochastic models are developed. Two stations located at time laboratories and connected to a high-precision
atomic clock are utilized to assess the performances of the proposed CP precise time and frequency transfer models. In
addition, the number of visible satellites, position dilution of precision, time dilution of precision, estimated positioning
errors, zenith tropospheric delay and inter-frequency bias for two stations are also analyzed. The results show that BDS CP
precise time and frequency transfer can achieve better performances with increasing number of BDS-3 observations. The
proposed models all can be applied for precise time and frequency transfer with the BDS-3 triple-frequency signals, with
stability and accuracy identical to the BDS IF-PPPO solution. The stability of 10,000 s for the proposed BDS CP precise
time and frequency models is better than 1.5x 10714,

Keywords BDS-3 - Carrier phase - Precise time and frequency transfer - Precise point positioning - Allan deviation

Introduction

The earlier GPS and GLONASS satellites were designed to
provide signals on two frequencies. With the rapid develop-
ment and modernization of the Global Navigation Satellite
System (GNSS), the users have the choice to use three or
more frequency signals. For instance, the new generation
GPS satellites, namely Block IIF satellites, are transmit-
ting the third signal L5 (1176.45 MHz) in addition to the
existing L1 (1575.42 MHz) and L2 (1227.60 MHz) signals
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(Montenbruck et al. 2011). Similarly, all GLONASS-K
satellites and part of GLONASS-M satellites series have
started to transmit signal on G3 (1202.025 MHz) after 2011
(Zaminpardaz et al. 2017). In addition, the Europe Galileo
system was designed to provide signals in five frequencies
centered at E1 (1575.42 MHz), E5a (1176.45 MHz), E5b
(1207.14 MHz), E5 (1191.795 MHz) and E6 (1278.75 MHz)
for civilian and commercial service (Wang et al. 2018).
The Chinese BeiDou Navigation Satellite System (BDS)
follows a three-step strategy, including the demonstration
system (BDS-1), the regional system (BDS-2), and the
global system (BDS-3) (Yang et al. 2011). Since the end
of 2012, the BDS-2 has comprised a constellation of five
satellites in a geostationary orbit (GEO), five satellites in
an inclined geostationary orbit (IGSO), and four satellites
in a medium earth orbit (MEO), which can transmit sig-
nals on three bands, namely B1I at 1561.098 MHz, B2I at
1207.14 MHz, and B3I at 1268.52 MHz, respectively (Mon-
tenbruck et al. 2013). The recent BDS-3 has provided global
services since December 27, 2018, and is expected to consist
of 5 GEO, 3 IGSO and 27 MEO in 2020, capable of broad-
casting several new signals, including B1C at 1575.42 MHz,
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B2a at 1176.45 MHz, and B2b at 1207.14 MHz, respectively
(Xiao et al. 2016). The B2I transmitted by the BDS-2 satel-
lites will be replaced by the B2a signal on the BDS-3 satel-
lites (CSNO 2019).

Thus far, the BDS satellites can operate with three or even
more frequencies, which have a wide potential to benefit the
ambiguity resolution, cycle detection, precise positioning, and
timing. For GNSS time and frequency transfer, most timing
laboratories utilize the common view (CV) and all in view
(AV) techniques (Jiang and Petit 2004; Petit and Jiang 2007).
The CV technique collects the signals from the same satellites
to remove the common satellite errors. Hence, the distances of
the stations are limited, and the accuracy of CV time transfer
is only 1-10 ns (Larson and Levine 1999). Unlike CV, the AV
technique is not affected by the distance between the stations
and allows precise time and frequency transfer at any loca-
tions (Yao et al. 2015). For high-precision time and frequency
transfer, carrier phase (CP) precise point positioning (PPP) is
a typical AV technique to determine the time transfer solution,
which has an accuracy ranging from the sub-nanosecond to
nanosecond level (Defraigne et al. 2015).

Thanks to precise products provided by institutions such
as the international GNSS service (IGS), multi-GNSS PPP
time and frequency transfer is of great interest in the time
community. For example, Ge et al. (2018) investigated
GLONASS-only PPP transfer considering the strategies
of inter-frequency code biases, showing that the standard
deviation (STD) of the difference between GLONASS-only
and GPS-only PPP was approximately 0.4 ns. Defraigne and
Baire (2011) present a combined GPS and GLONASS time
transfer, indicating that adding the observations of GLO-
NASS can modify the time and frequency transfer results
and improve short-term stability. Zhang et al. (2019) per-
formed Galileo-only time transfer with prior constraint
information. The results indicated that the STD improved
by 47.6% and 51.4%, respectively, using station coordinates
and troposphere zenith delay constraint. Also, Tu et al.
(2018) demonstrated that the triple-frequency BDS-2 PPP
model can be applied for CP precise time and frequency
transfer with accuracy and stability identical to the dual-
frequency ionospheric-free (IF) PPP model. However, the
performances of CP precise time and frequency transfer with
BDS-3 observations were not investigated. With the upgrade
and further development of the BDS, new challenges arise
for processing the multi-frequency BDS-3 signals in CP pre-
cise time and frequency models. In general, the new signals
are expected to be beneficial to enhancing the accuracy and
stability of time and frequency transfer.

With this background, we present three triple-frequency
CP precise time and frequency models for BDS B11, B3I and
B2a signals. The BDS-2 and BDS B11/B3I dual-frequency IF
PPP solutions are also conducted for the convenience of com-
parison. First, we developed the mathematical and stochastic
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models of BDS CP precise time and frequency. Then, the per-
formances of BDS CP precise time and frequency are validated
and compared with the experimental datasets from a time link.
In particular, the number of visible satellites, position dilu-
tion of precision (PDOP), time dilution of precision (TDOP),
estimated positioning errors, zenith tropospheric delay (ZTD),
and inter-frequency bias (IFB) are also analyzed. Finally, some
conclusions and discussions are given.

Methodology

We begin with the general observation models for BDS
(BDS-2/BDS-3) signals. Then, four BDS CP precise time and
frequency models are developed in detail. The section ends
with the characteristic of different models.

General observation models

CP precise time and frequency transfer usually uses the PPP
model. The linearized equations of observations between the
receiver and satellite on a single frequency for BDS can be
expressed as (Leick et al. 2015):

py=uy-x+d,—dt + My -Z,+ I +d;+d +e, (1)

Ri=w-x+di,—dr + M, -Z,— .+ 4N}, +b;— b} +¢,
@)
where indices s, r, and j (j=1, 2, 3) refer to the BDS satel-
lite, receiver, and corresponding frequency band (B1I, B3I,
and B2a), respectively; p‘:J and l;}. denote the observed-
minus-computed values of the pseudorange and CP observa-
tions, respectively; u$ denotes the unit vector of the compo-
nent from the receiver to the satellite; x denotes the vector
of the receiver position increments in three dimensions; dft,
and dr’ denote the receiver and satellite clock offset, respec-
tively; M,, denotes the wet mapping functions; Z, denotes
the zenith wet delay (ZWD); /lj is the wavelength of CP on
Jjth frequency; Ii}. is the slant ionospheric delay on the jth
frequency ]j.s. It is possible to convert the first-order iono-
spheric delays to different frequencies by the frequency-
dependent multiplier factor y; = (f}/. fks)z, k=12,3; NISJ. is the
integer ambiguity on the jth frequency; d,; and d; are the
uncalibrated code delays (UCDs) with respect to receiver
and satellite, respectively; b, j and b]s are the uncalibrated
phase delays (UPDs) with respect to receiver and satellite,
respectively. €, and €, are the pseudorange and CP observa-
tion noises including multipath, respectively.
Using the notations:

a = EPNE =GP B, == /1) - (f,f)é])
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the IF functions can be written as
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where afn w0 ﬂfn , are frequency factors (m, n=1, 2, 3; m#n);
e, e and e are the combination coefficients for the triple-
frequency PPP model based on a single IF combination;
DCBfn’n and DCB_  are the satellite and receiver differen-
tial code bias (DCB) between pseudoranges on the frequency
bands m and n.

IF-PPPO: IF model with a single dual-frequency
combination

The dual-frequency IF combination can be generated by BDS
B1I and B3I signals. The model, namely IF-PPPO, for the dual-
frequency IF observations can be written as:

P, = U - x+di, + M - Z,
T y (11)
By, = x+di+ My Zy+ 4 Ny

with

{ d?r = dtr + dr,lFll

. NS s . NS s . NS —_ S _
AN, @y AN+, A ND b, blF,_2 et ,

LI,
12)
The estimated parameters in IF-PPPO model include receiver
positions, receiver clocks, ZWD, and float ambiguities,
which can be expressed as:

x di, Z, N} ] (13)

Eippppy = [ tIF, ,

where Ejp pppy denotes the estimable vector of the IF-PPP0
model.

IF-PPP1: IF model with two dual-frequency
IF combinations

The observations for the BDS B11, B3I and B2a signals can be
combined by any of the two dual-frequency IF combinations.
Considering that two of the three combinations are independ-
ent and noise amplification of the B31I/B2a is the largest, we
utilized the combinations of B11/B3I and B11I/B2a and call this
model IF-PPP1. Then, the linearized observation equations of
the IF-PPP1 model can be written as:

e =Wex+di. + M, -Z

pi’,IFL2 T W
S =ys . . . N3
nIF, = WX F dig+ My - Zy + Ay Ny 14)
piIFm =u - x+dt. + M, - Z, + ifb
S =S . . . TS
lr’IFl‘3 =u-x+di. + M, -Z,+ 4 Nr’IF]‘3
with
di, = di, +d,yp, |
ifby; = ﬁls,2 ’ DCBr,lFL2 - 15,3 'DCBr,IFH
NS = A NS B A NS b = By = do
(15)

The equations of the IF-PPP1 model share the same esti-
mable receiver clock as the dual-frequency IF PPP at the
signals of B1I and B3I. An estimable IFB parameter is man-
datory for the IF-PPP1 model to mitigate the inconsistency
of the receiver UCDs between B11I/B3I and B11/B2a. Hence,
the estimated parameters in the [F-PPP1 model include the
receiver positions, receiver clocks, ZWD, IFB, and float
ambiguities, which can be expressed as:

x di. Z, ifbg, N°. NS

Eipppp; = [ rIF , },IFH] (16)

where Ej ppp; denotes the estimable vector for IF-PPP1
model.

IF-PPP2: IF model with a single triple-frequency
combination

The observations for the BDS B1I, B3I and B2a signals can
be integrated into a single arbitrary combination. The model,
namely IF-PPP2 in this study, uniquely determines the com-
bination coefficients e,, e,, and e; with the criteria that the
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solution is geometry-free (GF), IF, and has minimum noise,
based on the conditions:

e te,+e3=1
eptyri-eaty;e3=0
(ef+e§+e§)=e2=min

a7

Satisfying the above three condition, the coefficients e, e,
and e; can be determined as:

2 2
) +3)" v -3
2052+ (3 =v5v3—r>—r3+1]

61:

@317y -rs+1
2[5+ =151y —rs—rs+1]
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Currently, only BDS-3 satellites have the capability of B2a
transmission. It is impossible to conduct the PPP processing
with B11/B31/B2a combined alone when utilizing BDS-2
observations. Therefore, the B11/B3I IF observations are
also introduced for BDS-2 so that the combined BDS PPP
solutions can be achieved. The linearized observation equa-
tions of the BDS-3 and the BDS-2 satellites, respectively,
for IF-PPP2 model can be written as:

To mitigate the inconsistency of the receiver UCDs between
the B11/B31/B2a and B11/B31 combinations, an estimable
IFB parameter is also introduced into the IF-PPP2 model.
It deserves to be mentioned that the IFB parameter does
not need to be considered when PPP is achieved with only
BDS-3 observations. The parameters to be estimated in IF-
PPP2 model include the receiver positions, receiver clocks,
ZWD, IFB, and float ambiguities, which can be expressed
as:

x dit, Z, ibeFZL2 N

rS,IFI,Z N, rs,na_3 (22)

Eippppy = [

where Ep ppp, denotes the estimable vector for IF-PPP2
model.

UC-PPP: model using triple-frequency uncombined
observations

The linearized observation equations of uncombined (UC)
triple-frequency PPP, namely UC-PPP, can be written as:

ply=u-x+di, + M, -Z,+T,

By =u-x+di, + My Z,~ T, + 4, N},
pl,=u-x+di,+ M -Z, +7y; -_Irs,1 i -
=0 xtdi+ My Zy -7 T4y N, 3D

ply=u - x+di, + M, - Z, +ifbyc +75 - I

S =u-x+di.+M, -Z | - r1
psr’IFl.z,,% : r woTw < (19) li?’ = M; -x+dfr+MW 'Zw—}’§ 'Irsl + A4 'N:3
lr,IFLM =u -x+ Cﬁr +M,-Z,+ A 1\/“]:1»2‘3
: . with
pilF],z =w-x+di. + M, -Z, + 1fbH:21y2 20)
S — ATS
lr,IFm = u: - X+ dfr +M,-Z,+ A - Nr,IFlvz
with
dfr :_ dtr + dr’H:le’3
S —_ S S S S
),1 * Nr,IF]_L} - el * Al * Nl’,l + 6’2 * 12 * ]\71_’2 + 63 * A3 * NI‘,3 + br’n::]l3 - bIF1,2,3 - dr’IFl,Z,S
9 1fbn=2L2 = dr,lF]’z - dr,lF]’” @1
Ay ]V:,IF,_2 = aT,Z Ay Nrs,l + ﬁ?l A N:,k + bl’aIFl,z - b;Flvz - dl‘,IFl,zj
Eﬁr = dtr + dr,IFm
_Irs,l =L+ 6, DCB,,
1beC_ = ﬂiz/ﬂ]sﬁ : DCBr,l,Z - DCBr,1,3 (24)
Ay NYy = A Noy ey = 0+ (B, — o) dey =20 B, dy
b Ny = o Ny 4 b =05 =20 dy + (0, = B)
A3 Ny = Ay Nyt by =3+ (r3 - B, — @) 5) ~dey = (B, + 13- ) - dos

@ Springer



GPS Solutions (2019) 23:86

Page50f12 86

Unlike the other models, the slant ionospheric delays are
estimated as unknown parameters. The ionospheric delay
and receiver DCB are linearly related and estimated as
lumped terms. For the triple-frequency UC model, the
effects of the DCB on the third pseudoranges cannot be fully
absorbed. Additional IFB parameters are introduced into the
UC-PPP model to compensate the effects. Comparing (15),
(21), and (24), we can see that the IFB estimates in IF-PPP1,
IF-PPP2, and UC-PPP are different. The parameters to be
estimated in the UC-PPP model include the receiver posi-
tions, receiver clocks, ZWD, IFB, slant ionospheric delays
and float ambiguities, which can be expressed as:

Eyc.ppp = [x di, Z,, itbyc irs,l Nrs,l Nrs,z Nrs,3] (25)

where Eycppp denotes the estimable vector for UC-PPP
model.

Characteristic of precise time and frequency
transfer models

As to the precision of the BDS satellite measurements,
the elevation-dependent weighting scheme can be applied
for precise time and frequency transfer models. Under the
assumptions that the observations are uncorrelated and share
a same prior noise, the variance—covariance matrix of the
observations in UC-PPP model can be expressed as:

=81 26)
UC-PPP
where 6, = a/ sin(E), in which a is a constant and gener-
ally set to be 0.002—0.004 m for CP and 0.2—4.0 m for code
observations; F is the satellite elevation angle; / is the iden-
tity matrix. The stochastic models of the observations for
other PPP models can be obtained through the error propa-
gation law. The variance—covariance of the satellite obser-
vations for IF-PPPO, IF-PPP1 and IF-PPP2 models can be
expressed as:

Ziepppo,, = 0 - (@) + (B} ,)%]
2
. (Of?,z)z + (ﬂiz) “iz “aly ‘
@y, dyy (“i,3)2 + (ﬂi3)2
ZIF—PPPZLH =65 - [(e)* + (€)* + (e3)°]

_ 52
ZIF-PPle =&,

@7

Table 1 summarizes the major characteristics of multi-
frequency CP precise time and frequency models, including
the signal combination, combination coefficients and noise
amplification factor. As shown in the table, the B1I/B2a
combination provides smaller a priori noise amplification
than the B1I/B3I in IF-PPP1 model. The correlation index
of B11/B2a and B1I/B3I in BDS is 0.726. The IF-PPP1 and

Table 1 Characteristics of dual- and triple-frequency BDS PPP mod-

els
Models Signal combination e, e, e; Noise
amplifica-
tion
IF-PPPO  B1I-B3I 2944 —1944  0.000 3.527
IF-PPP1 B1I-B3I 2944 —1.944  0.000 3.527
B1I-B2a 2314 0.000 —1.314 2.662
IF-PPP2 BI1I-B3I-B2a 2.343 —0.089 —1.254 2.659
UC-PPP BII 1.000  0.000  0.000 1.000
B3I 0.000  1.000  0.000 1.000
B2a 0.000  0.000  1.000 1.000

UC-PPP models are more flexible than the IF-PPP2 model
when a particular frequency is absent. The comparison coef-
ficients in the table show that the IF-PPP2 model is more like
a B1I/B2a dual-frequency PPP model for the lower contri-
bution of the second-frequency observations. Nevertheless,
the observation noise amplification of the IF-PPP2 model is
smaller than that of the IF-PPPO and IF-PPP1 models.

Data processing strategies

To validate the performances of BDS-3 CP precise time and
frequency transfer with the proposed models, observations
of stations NTSC and BRCH provided by the international
GNSS continuous Monitoring and Assessment System
(IGMAS) were collected from day of year (DOY) 15-19,
2019. The data have a sampling interval of 30 s. The stations
both can track BDS-2 B11 and B3I, and BDS-3 B1I, B3I, and
B2a signals. The stations NTSC and BRCH are located at
time laboratories and connected to the high-precision atomic
clock. Taking NTSC as the center node, the time link of
BRCH-NTSC was designed. Details of the two stations are
listed in Table 2.

Table 3 summarizes the detailed BDS PPP processing
strategies. Four combined BDS (BDS2 +BDS3) PPP meth-
ods were performed. For the purpose of comparison, the
BDS-2-only IF-PPPO model, namely IF-PPPO(2) in this
study, was also used. The precise BDS orbit and clock prod-
ucts at intervals of 15 min and 30 s, respectively, are pro-
vided by the GNSS Research Center of Wuhan University
(Zhao et al. 2018; Wang et al. 2019). All the BDS satellite
clocks are consistent with the IF combination of B1I and
B3I. The satellite DCBs of the BDS-3 signals are provided
by the Chinese Academy of Sciences (CAS) monthly prod-
uct (Wang et al. 2016). The antenna file data generated by
iGMAS are utilized to correct the GNSS satellite phase
center offset. The dry tropospheric delay is corrected with
the modified Hopfield model based on the Global Pressure
and Temperature 3 (GPT3) model, and the Vienna mapping
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Tab!e 2 Detail_s Qf selected Station Time laboratory Receiver Antenna Clock

stations from timing

laboratories NTSC NTSC CETC-54-GMR-4016 GNSS-750 H-MASER
BRCH PTB CETC-54-GMR-4016 NOV750.R4 H-MASER

Table 3 BDS PPP data processing strategy

Items Strategies

Estimator Kalman filter

Solutions BDS-2 IF-PPPO [IF-PPPO(2)]; BDS B11/B3I IF-PPPO; B11/B31/B2a IF-PPP1, IF-PPP2 and UC-PPP

Sampling rate 30s

Elevation cutoff 7°

Observations weight
Satellite orbit
Satellite clock
Satellite DCB
Earth rotation

1,2°

Corrected (Kouba 2009)
Corrected (Wu et al. 1992)

Relativistic effect
Phase windup effect
Tide eftect

Satellite antenna iGMAS values
iGMAS values

Estimated as constants

Receiver antenna

Station coordinates
Ambiguities Estimated as constants
Tropospheric delay

Ionospheric delay

Fixed (Petit and Luzum 2010)

Elevation weight [sin(elevation)]

Fixed by Wuhan University precise orbit products

Fixed by Wuhan University precise clock products

BIL: — f,z -DCB? ,; B3I: ai_z -DCB! ,; B2a: a® 2" DCBSL2 - DCB;2

1,2° 1,

Solid Earth, pole and ocean tide (Petit and Luzum 2010)

Modified Hopfield for dry part and estimated for wet part (10™° m*s) (Su and Jin 2018)
IF-PPPO/IF-PPP1/IF-PPP2: eliminated first order by IF observations; UC-PPP: estimated as white

noise process (10* m%s) (Su et al. 2019b)

Receiver clock

Estimated as white noises (10° m%/s)

functions 3 (VMF3) is used correspondingly to acquire the
mapping functions of both dry and wet parts according to the
elevation angle of each satellite (Hopfield 1969; Landskron
and Bohm 2018). In the Kalman filter of the PPP process-
ing, the station coordinate is estimated as constants. The
tropospheric ZWD is estimated as a random walk process
and the receiver clock is estimated as white noises. The
ambiguities are estimated as constants for each epoch. The
code and phase observation precision for BDS is set to 0.4
and 0.004 m, respectively. The system weighting ratio of
BDS MEO/IGSO and GEO was assumed to be 10:1 (Su
et al. 2019a).

Validation of the time and frequency
transfer models

At this time of transition for BDS, the BDS aims to pro-
vide positioning, navigation, and timing services for global
users (CSNO 2019). Figure 1 shows the distribution of
PDOP values for BDS-2 and BDS (BDS-2/BDS-3) con-
stellation on 01:00 Coordinated Universal Time (UTC)

@ Springer

DOY 19, 2019. The stations BRCH and NTSC are also
marked in the figure. It can be seen that the BDS-2 service
area is mainly centered in the Asia-Pacific region, where
its GEO satellites and IGSO satellites are mainly concen-
trated. In conjunction with BDS-3, the BDS PDOP values
are significantly reduced and the corresponding values in
the Asia-Pacific region are almost less than 2. The intro-
duction of BDS-3 widely expands the BDS global service
area. Besides, the BDS-2 and BDS PDOP values of station
BRCH are both larger than those at station NTSC on 01:00
UTC, DOY 19, 2019.

Figure 2 provides the visible satellites and correspond-
ing TDOP at two stations for BDS-2 and BDS during the
experimental period. The average numbers of BDS-2 visible
satellites for stations NTSC and BRCH are (10.7, 10.6, 10.5,
10.7, 10.7) and (3.9, 4.1, 3.8, 3.8, 3.8) from DOY 15-19,
respectively. The average TDOP values for stations NTSC
and BRCH are (1.6, 1.7, 1.6, 1.6, 1.5) and (7.6, 7.2, 8.7, 5.9,
4.1) for the corresponding 5 days, respectively. The aver-
age numbers of BDS visible satellites are (14.7, 15.2, 15.0,
15.2,15.3) and (9.4,9.4, 9.6, 9.6, 9.6), respectively, and the
average TDOP values are (1.0, 1.0, 1.0, 1.0, 1.0) and (0.9,



GPS Solutions (2019) 23:86 Page70f12 86
BDS-2 PDOP BDS-2 NTSC BRCH
20 12
15 9
15 10 Pt b 6
0 0
2 20 12
= 16 10 ;
5 S 3
g 0 0
@ 20 12
= 15 9
17 8 0[] 6
-120 60 0 b 8_,....:4,_,_\,..1_1.114.., 8
Longitude 5
o 20 12
BDS PDOP S 19 9
18 E 10 i 6
90 ' o S 5L, ey e 3
_ <0 0
20 12
19 10 :
() et
3 ] SO I S W 3
= 0 2
° 0 6 12 18 240 6 12 18 2
UTCIh] UTCIh]
— Number of satellites — TDOP
-90 . : . : : |
-180 -120 -60 0 60 120 180 BDS NTSC BRCH
Longitude 20 12
15 Mol ™t W 9
15 10 L PN L Y 15
Fig. 1 Distribution of PDOP values for BDS-2 (top) and BDS (bot- 5 3
tom) constellation on 01:00 UTC, DOY 19, 2019. Stations BRCH and 0 0
NTSC are also marked 20 12
% 15 T 9
16 & 10 e S N N[5
1.0, 0.9, 1.0, 0.9), respectively. The increased number of ; 8*"‘"‘"""“""“""‘"‘“ ng
BDS-3 satellites can significantly decrease the TDOP values 2 20 12
and improve satellite geometry. The station NTSC has more % 15 Py by ™ 9
visible satellites than station BRCH, and the corresponding 17 w10 W 6
TDOP values are more stable. 2 ] PO A 3
. : . . : c 0 0
The receiver clock offset is of great interest in the tim- 5 20 12
ing community. Figure 3 shows the estimated receiver clock -g 15 rm iy APy 9
offset for different models at two stations. The variation of 18 5 1g Wg
the estimated receiver clock for each model is different on < Qe "’“""'"*—"“"‘*“""‘*—0
different days. The results also indicate that the estimated 20 12
receiver clocks of the IF-PPPO, IF-PPP1, and UC-PPP mod- 15 Y Ty 9
. . . 19 10 6
els display nearly the same values, which are the combined 5 3
iver clock and B11/B3I receiver hardware del S T
(dh, = di,+ d . ). The estimable receiver clock of the IF- 0 6 12 18 240 6 12 8 24
r— %r rIF, ,/* B UTC[h] UTC[h]

PPP2 model fluctuates with the same tendency but with a
steady bias (df, = dt, + dr’IFm). Because the two stations are
connected to the high-precision atomic clock, the clock time
series of the two stations for each model emerge similarly
except for a system bias caused by the receiver hardware
delays.

Figure 4 depicts the time difference for different PPP
models on the BRCH-NTSC time link. It can be concluded

— Number of satellites — TDOP

Fig.2 Number of the visible satellites and corresponding TDOP val-
ues at stations NTSC and BRCH for BDS-2 (top) and BDS (bottom).
The numbers (15-19) denote the corresponding DOY

@ Springer
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Fig. 3 Estimated receiver clock ~N
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Fig.4 Time difference for different PPP models on the time link
BRCH-NTSC, where “dT”’ means “delta 7’

that the time difference of different PPP models is very sta-
ble on this time link over different days. As discussed before,
the time difference of the two stations for the IF-PPPO, IF-
PPP1, and UC-PPP is the same, which can also be clearly
seen in the figure. From DOY 15 to 19, the correspond-
ing STDs are (0.6, 0.6, 0.5, 0.5, 0.7) for IF-PPP0(2), (0.5,
0.4, 0.4, 0.3, 0.6) ns for IF-PPPO, (0.5, 0.3, 0.4, 0.2, 0.6)

@ Springer

Fig.5 Allan deviation for different PPP models on the time link
BRCH-NTSC

ns for IF-PPP1, (0.5, 0.4, 0.4, 0.3, 0.6) ns for IF-PPP2, and
(0.4, 0.3, 0.3, 0.3, 0.6) ns for UC-PPP. The time difference
between the models behaved slightly different for different
days. In addition, the four BDS PPP models have slightly
smaller amplitudes than the BDS-2 solution.

Figure 5 illustrates the Allan deviation values of the
clock difference for diffterent PPP models on BRCH-NTSC
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at different time intervals. The Allan deviation was utilized
to evaluate the frequency stability of the time difference for
the time link BRCH-NTSC, which was calculated by the Sta-
ble32 software (http://www.wriley.com/). It can clearly be
seen that the BDS IF-PPPO performs better than the BDS-2
solution due to the increase in the number of satellites due to
BDS-3. Theoretically, the three triple-frequency CP precise
and frequency transfer models are equivalent if the vari-
ance—covariance matrix is transformed according to the law
of covariance propagation and the error sources are effec-
tively corrected (Xu and Xu 2016). The slight inconsistency
in the three models arises from the limited accuracy of the
monthly satellite DCB products. With the upgrading of the
BDS-3 daily DCB products, we can expect the BDS-3 triple-
frequency CP precise time and frequency models to achieve
better results. For the five continuous days, the stability of
10,000 s is better than 3 x 10~'* for the IF-PPPO(2) solution.
For the dual- and triple-frequency BDS PPP models, the
stability of 10,000 s is better than 1.5 X 10714,

In CP precise time and frequency models, the receiver
coordinates were estimated as constants. Figures 6 and 7
depict the positioning error for different PPP models at sta-
tions NTSC and BRCH, respectively. The precise receiver
coordinates were acquired by Bernese 5.2 software, which
are precise enough to evaluate the positioning accuracy.
Table 4 provides the statistic of positioning error at stations
NTSC and BRCH for different solutions. The results show
that the positioning errors of BDS PPP are better than those
of the BDS-2 solution. The positioning errors of the three
BDS triple-frequency PPP are not significantly different, and
the triple-frequency PPP models perform better than the IF-
PPPO solution. The positioning performances of the PPP
models at station NTSC are slightly worse than at BRCH.
The receiver coordinates estimates have an accuracy of a
few centimeters in CP precise time and frequency models.

In CP precise time and frequency transfer models, the
tropospheric delay corrections are estimated as a random
walk process. Figure 8 shows the estimated ZTD for differ-
ent PPP solutions at stations NTSC and BRCH. To evalu-
ate the accuracy of estimated ZTD, the tropospheric values
derived by Bernese 5.2 software are also utilized as refer-
ence values. The RMS of ZTD error for stations NTSC and
BRCH were (3.6, 2.8, 3.0, 3.1, 3.0) cm and (1.9, 1.4, 1.4,
1.4, 1.4) cm for the IF-PPP0(2), IF-PPPO, IF-PPP1, IF-PPP2
and UC-PPP solutions. For the four BDS time and frequency
transfer solutions, no significant difference (maximal accu-
racy difference of 3 mm) was found for the accuracy of the
estimated tropospheric delay.

The receiver IFB values are estimated as by-products in
triple-frequency CP time and frequency transfer models.
Figure 8 shows the time series of IFB estimates of [F-PPP1,
IF-PPP2, and UC-PPP models at stations NTSC and BRCH.
In the three models, the maximum values of receiver IFB
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Fig.6 Positioning error for different PPP models at stations NTSC
(top) and BRCH (bottom)

estimates are approximately 5 ns, which is mainly caused
by the strong correlation between the ionospheric delay and
receiver DCB. According to (15) and (24), we can clearly see
that the ratio of the estimated IFB in the IF-PPP1 (ifby,) and
UC-PPP (ifby-) models theoretically is ﬂfs (—-1.314). To
further verify the estimated IFB values of the two models,

@ Springer
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Table 4 Statistic of positioning RMS (mm) STD (mm)
error at NTSC and BRCH
North East Up North East Up
NTSC
IF-PPPO(2) 19.6 39.9 68.4 133 31.6 36.9
IF-PPPO 52 34.6 45.7 4.0 272 34.6
IF-PPP1 6.4 37.6 50.9 5.1 31.1 37.6
IF-PPP2 5.5 34.5 27.1 4.5 28.4 34.5
UC-PPP 59 353 35.7 4.6 28.9 353
BRCH
IF-PPPO(2) 9.8 13.8 20.2 3.8 12.5 13.6
IF-PPPO 3.8 7.9 29.5 3.6 6.7 12.5
IF-PPP1 44 7.7 16.7 35 6.8 114
IF-PPP2 4.4 7.7 16.7 35 6.7 114
UC-PPP 4.3 74 17.2 3.4 5.8 11.6

Fig. 9 shows the ratio of the IFB estimates (ifb, /itbye)-
The theoretical values /3‘1“,3 (—1.314) are also shown in the
figure. The ratio values of IFB at station BRCH fluctuate
near the theoretical value. The ratio values of IFB at sta-
tion NTSC fluctuate unstably, especially for DOY 18, which
is mainly affected by other neglected error sources such as
multipath effect. The results can further confirm our deri-
vation of the corresponding estimable IFB parameters and
their relationship.

@ Springer

Conclusion and discussion

This study contributed to models for CP precise time and
frequency transfer with the new BDS triple-frequency sig-
nals. Three triple-frequency CP precise time and frequency
transfer models, called IF-PPP1, IF-PPP2, and UC-PPP,
were developed. The mathematical and stochastic models
were also introduced for these models. Datasets from two
stations located at time laboratories were utilized to verify
the proposed models.

With the upgrading of BDS-3, the BDS has been
expanded to a global service area. Comparative analysis
shows that the proposed three triple-frequency PPP models
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Fig.8 Time series of IFB IF-PPP1 IF-PPP2 UC-PPP

estimates of IF-PPP1, IF-PPP2 _ - _
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NTSC BRCH ratio=-1.314 accuracy identical to the BDS IF-PPPO solution. The stabil-
212 I ity of 10,000 s for the proposed BDS CP precise time and
15 g -1.3 M:’%'\ frequency models is better than 1.5x 10~'*. For these BDS
E 14 | time and frequency transfer models, no significant differ-
E 1.2 ence was found for the accuracy of the estimated positioning
16 © 13 — error and tropospheric delay. The IFB values arising from
E ) the hardware delay have to be estimated in triple-frequency
. 1.4 PPP models. The maximum values of receiver IFB estimates
= 1.2 are approximately 5 ns, which is mainly caused by the strong
17 c; -1 -3|—% = R correlation between the ionospheric delay and receiver DCB.
w1 4 Since the BDS-3 is still under development and undergo-
2 -1.2 ~ ~r— ing upgrading, few MGEX and iGMAS stations can receive
18 S 13 | — the BDS-3 multi-frequency signals. In the future, more sta-
E 14 tions for precise time and frequency with BDS-3 multi-fre-
E -1 ' 2 quency signals will be studied. The performance of BDS CP
19 © 1 ' 3 precise time and frequency transfer is expected to be further
m improved with more accurate orbit and clock products in
=145 6 12 18 54 the future. In addition, the UC-PPP model will lead to dif-
UTCI[h] ferent results if a priori information is added on ionospheric

parameters. With the upgrading of MGEX daily DCB prod-
Fig.9 Ratio of receiver IFB estimates of IF-PPP1 and UC-PPP at sta- ucts, more investi gatl.ons .ShOllld be addressed to analy.ze the
tions NTSC and BRCH performances of precise time and frequency transfer with the
ionospheric constrained UC-PPP model.
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