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ABSTRACT

Characterization of critically stressed seismogenic fault systems in diverse tectonic settings can be used
to explore the stress/frictional condition of faults, along with its sensitivity for seismicity modulation by
periodic stress perturbation. However, the process of seismicity modulation in response to external stress
perturbation remains debated. In this paper, the characteristic difference in the seismicity modulation
due to resonance destabilization phenomenon governed by rate-and-state friction is presented and val-
idated with the globally reported cases of seismicity modulation in diverse tectonic settings. The rela-
tively faster-moving plate boundary regions are equally susceptible for both shorter-period (e.g., semi-
diurnal, diurnal, and other small tidal constituents) and long-period (e.g., semi-annual, annual, pole tide
and pole wobble) seismicity modulation processes in response to stress perturbations from natural har-
monic forcing, including tidal, semi-annual, annual, or multi-annual time scales. In contrast, slowly
deforming stable plate interior regions and diffuse deformation zones appear to be more sensitive for
long-period seismicity modulation of semi-annual, annual, or even multi-annual time scales but less sen-
sitive for short-period seismicity modulation. This finding is also supported by the theoretical model pre-
dictions from the resonance destabilization process and worldwide documented natural observations of
seismicity modulation in diverse types of tectonic settings.

© 2022 China University of Geosciences (Beijing) and Peking University. Production and hosting by
Elsevier B.V. This is an open access article under the CCBY license (http://creativecommons.org/licenses/by/

4.0)).

1. Introduction

The behavior of critically stressed seismogenic fault systems in
diverse tectonic settings (e.g., plate boundary, stable plate interi-
ors, or diffuse deformation zones) in response to applied stress per-
turbations remains a fundamental question (Ader et al., 2014). The
limited range of configurations of stress variations (e.g., constantly
increasing stress, sudden step-like stress, or harmonic stress per-
turbations, etc.), its impact on seismogenic fault systems play an
important role in the seismicity modulation process (Gross and
Kisslinger 1997; Gross and Biirgmann 1998; Ader et al., 2014).
Earthquakes are modulated either by the various anthropogenic
activity or natural processes (Arvidsson, 1996; Johnston et al.,
1998; Cochran et al. 2004; Hainzl et al., 2006; Foulger et al.,
2018; Kundu et al., 2019; Scholz et al., 2019). The earthquakes that
are induced by the various anthropogenic activity such as erecting
tall buildings, coastal engineering, quarrying, extraction of
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groundwater, excavation of tunnels, enhanced oil recovery,
hydrofracturing, gas storage, and carbon sequestration, etc. are
referred as Human-induced Earthquake (Foulger et al. 2018).
Foulger et al. (2018) reported ~700 cases of induced seismicity
for the period of 1868-2016, out of which, 562 cases are reliable.
It has been documented that the predominance of induced seis-
micity for earthquake magnitude less than M2 (i.e., ~88%), about
66% for minor events (M3-3.9), and about insignificant ~0.7% for
the major events (M7-7.9). Therefore, the reported HiQuake data-
base indicates the dominance of seismicity modulation explicitly
for the smaller magnitude events. Apart from several anthro-
pogenic processes (Kundu et al., 2015; Foulger et al., 2018;
Kundu et al., 2019; Schultz et al., 2020; Tiwari et al., 2021), various
natural processes can also modulate the spatiotemporal occur-
rence of earthquakes that added with regional tectonic loading
process and subsequent migration or redistribution of crustal flu-
ids. The various natural factors that can capable to modulate the
seismicity are tidal loading (Cochran et al. 2004; Wilcock, 2009;
Luttrell and Sandwell, 2010; Scholz et al., 2019), surface ice/snow
loading (Heki, 2003), glacial isostatic rebound (Arvidsson, 1996;
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Johnston et al. 1998; Talbot, 1999; Wu et al., 1999; Sauber et al.,
2000; Stewart et al., 2000; Hampel et al., 2007), heavy precipitation
(Hainzl et al., 2006), atmospheric pressure (Kaniuth and Vetter,
2006; Liu et al., 2009), sediment unloading (Calais et al., 2010), sea-
sonal groundwater change (Tiwari et al., 2021), seasonal hydrolog-
ical loading (Fu and Freymueller, 2012; Fu et al., 2012; Wahr et al.,
2013; Chanard et al., 2014; Panda et al., 2018; Panda et al., 2020),
pole tide (Shen et al., 2005), pole wobble (Lambert and Sottili,
2019), etc. In fact, such modulation also has been reported pre-
dominantly for smaller magnitude events in diverse types of tec-
tonic settings (Sauber et al., 2000; Craig et al., 2017; Johnson
et al,, 2017; Kundu et al., 2017).

Interestingly, such processes perturb only small amounts of
stress on faults (i.e., few Pa to kPa order), but since the fault sys-
tems are critically stressed, hence both the natural or anthro-
pogenic activities that perturb stress in the crust can modulate
seismicity (Perfettini and Schmittbuhl, 2001; Perfettini et al.,
2001). In fact, in the case of seismicity modulation, several termi-
nologies have been reported, e.g., induced, triggered, stimulated,
and nuisance earthquakes based on the relative degree of stress
perturbation process on the seismogenic fault system (Toksoz
and Kehrer, 1972; McGarr et al., 2002; Foulger et al., 2018). Fur-
ther, it has also been argued that no lower threshold exists for
earthquake triggering, as the faulting geometry is random and
earthquakes would have equal probabilities of being delayed or
triggered (Ziv and Rubin, 2000).

Therefore, the study of seismicity modulation can provide us a
unique opportunity to probe into stress/frictional conditions on
the fault regime. In fact, characterization of seismicity modulation,
associated with non-linear seismogenic fault systems and under-
standing their inherent non-linear frictional mechanism has
become a central theme in terms of objective seismic hazards
and scientific discussions (Rice, 1993; Scholz, 1998; Perfettini
and Schmittbuhl, 2001; Perfettini et al., 2001; Ader et al., 2014;
Foulger et al., 2018; Schultz et al., 2020). Although, seismicity mod-
ulation have been documented extensively in diverse kinds of geo-
dynamic settings (Heki, 2003; Shen et al., 2005; Hainzl et al., 2006;
Kaniuth and Vetter, 2006; Liu et al., 2009; Thomas et al., 2009;
Calais et al., 2010; Thomas et al., 2012; Panda et al., 2018;
Lambert and Sottili, 2019; Panda et al., 2020; Tiwari et al., 2021);
however, the contrast in seismicity modulation for different types
of tectonic domains (i.e., including plate boundary, stable plate
interiors, or diffuse deformation zones), remains debated.

In this article, we investigate the characteristic difference in the
seismicity modulation process by fault destabilization due to a res-
onance phenomenon, considering fault interfaces governed by
rate-and-state friction (presented in Section 3). Further, we have
validated theoretical model prediction (presented in Section 4.1)
with the globally reported seismicity modulation in diverse tec-
tonic settings (presented in Section 4.2). Moreover, to understand
the difference in seismicity modulation, it is important to highlight
the contrast in seismogenic fault systems in terms of crustal-
deformation style and earthquake occurrences process in the plate
boundary and stable plate interior domain, respectively (presented
in Section 2).

2. Seismogenic fault systems: plate boundary vs. stable plate
interior

The plate tectonic paradigm is the driving catalyst to describe
the plate motion (Thatcher, 2007), lithospheric deformation
(Cooper et al, 2017), diversity in terrestrial landscapes
(Ramkumar et al.,, 2016, 2017; Pal et al., 2018; Panda et al,,
2019), earthquake cycle and occurrence of giant mega-thrust to
slow-slip earthquakes (Foster et al., 2013; Johnson et al., 2013;
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Obara and Kato, 2016). In fact, all of the processes are associated
with the relatively faster moving plate motion (~10 mm/yr or
more) and concentrated deformation along the narrow plate
boundaries (Fig. 1a). However, the occurrence of great to moderate
magnitude earthquakes within stable plate interior regions also
indicates significant amounts of elastic strain that can be released
on geological structures far away from the narrow plate boundary
faults (Fig. 1a) (Calais et al., 2016). Moreover, earthquakes in the
stable plate interior regions represent specific spatiotemporal pat-
terns that certainly differ from those plate boundaries and are
associated within the regions where tectonic loading rates are
insignificant (Fig. 1b,c) (Mahesh et al., 2012a,b; Calais et al., 2016).

Concept of earthquake cycle (i.e., inter-seismic, nucleation, co-
seismic, post-seismic phases), recurrence time, and fault slip-rate
well applicable for plate boundary deformation and stable plate
interior domain. However, the recurrence intervals of earthquakes
in the stable plate interior domain are serval folds larger than the
plate boundary domain (Sieh, 1984; Scholz et al., 1986). Generally,
the recurrence intervals of earthquakes in the stable plate interior
domain are several thousand to tens of thousands of years,
whereas recurrence intervals of earthquakes in the plate boundary
region are a few hundreds of years (Sieh, 1984; Scholz et al., 1986;
Landgraf et al., 2016). The longer recurrence interval in the stable
plate interior domain earthquakes than plate boundary earth-
quakes may possibly due to the low strain accumulation rates
(Katsube et al., 2017; Kondo and Owen, 2013). For example, New
Madrid Seismic zone, USA, is a well monitoring plate interior
domain, having an earthquakes recurrence interval of >1000 years
(Schweig and Ellis, 1994). It is also consistent for the regions
Meers, Oklahoma (>250 ka, Crone et al., 2003) and Gofukuji fault,
Japan (700-1000 years; Okumura, 2001), etc. Moreover, several
mechanisms have been proposed to explain the earthquakes occur-
rence process in the stable plate interior. It includes lithospheric
flexure (Bilham et al., 2003), deformation associated with stable
continental (and failed rift) region by fault reactivation process
(Sykes, 1978), stress/strain localization (Campbell, 1978; Zoback
et al., 1985); gravitational induced stress concentration at struc-
tural boundaries (Pollitz et al., 2001); reduction of mechanical/-
chemical strength by fluid activity (Talwani and Acree, 1985;
Costain et al., 1987), etc. However, all the above mechanism per-
sists over long geologic time intervals and probably change the
stress field of a stable plate interior domain, but seismicity in the
stable plate interior domain does not exist over a long geologic
time interval (Calais et al., 2016). Further, it has been argued that
the rate of aftershock decay is significantly faster for plate bound-
ary, while the decay rate is slower in the case of stable plate inte-
rior domain and overall background stress rate is high in plate
boundary in contrast to stable plate interior domain (Fig. 1d)
(Stein and Liu, 2009).

Moreover, it has also been argued that the earthquakes associ-
ated with the stable plate interior domains are well explained by
transient perturbations of local stress or by slow and localized tec-
tonic stress on the long-lived seismogenic faults (Fig. 1e) (Calais
et al., 2016). In other words, in the stable plate interior regions,
the tectonic stress accumulation rate is very slow, and earthquakes
occur as a result of fault strength change or due to external pertur-
bations caused by hydrological loading or unloading or change in
pore-fluid pressure (marked by a cyan line in Fig. 1e) (Calais
et al., 2016). For instance, elastic stress change of the crust due
to melting of large ice sheets (Arvidsson, 1996), loading or unload-
ing of surface and groundwater (Bollinger et al., 2007; Bettinelli
et al., 2008; Gonzalez et al., 2012), etc. may lead to triggering of
earthquakes. Moreover, increasing geophysical investigations have
sometimes posed challenges to plate tectonics’ paradigm, and in
fact, now it appears that some boundaries in both oceanic and
continental settings are diffuse, with deformation extending over
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Fig. 1. Schematic representation of the difference in plate boundary vs. stable plate interior deformation styles (a), strain build-up process (b), the reflection of strain build-up
process on the gradient in GPS displacement (represented by green symbols) (c), the contrast in Aftershock sequence (d) earthquake occurrence process and subsequent
stress change (e) Contrast in stress changes and earthquake sequence in plate boundary and plate interior (adopted from (Mazzotti, 2007; Stein and Liu, 2009; Calais et al.,
2016). Blue and Cyan lines are represented by the pore fluid pressure increase at seismogenic depth and hydrological or sedimentary load change with time, respectively. A

detailed explanation has been provided in the text (Section 2).

a larger spatial domain, several hundred or even thousands of kilo-
meters wide into plate interior regions (Royer and Gordon, 1997;
Zatman et al., 2001). However, a detailed study is required to
understand the seismicity modulation process along seismogenic
faults in diverse tectonic settings (i.e., plate boundary, stable plate
interior, and diffused deformation boundary) and its stress/fric-
tional condition.

3. Theory: Resonance destabilization model

Theoretically (Perfettini and Schmittbuhl, 2001; Perfettini et al.,
2001), under laboratory-based conditions (Boettcher and Marone,
2004) and natural case studies (Lowry, 2006; Panda et al., 2018;

Panda et al., 2020), it has been established that a small variation
in external stress perturbation may destabilize the seismogenic
fault systems and enter into a stick-slip domain. Further, a recent
study reinvestigated the resonance destabilization process under
rate-and-state friction formalism, with a critical emphasis on var-
ious physical parameters in diverse tectonic settings, including
stable plate interior and plate boundary regions (Senapati et al.,
2021). Considering a spring-block model, incorporated with rate-
and-state dependent friction law (Fig. S1), Perfettini, (2000) has
proposed that the velocity V in response to an oscillatory (or har-
monic) stress perturbation of period T and amplitude t; in shear
stress and G in normal stress can be expressed by Eq. (1) (see Sup-
plementary data Text S1 for derivation):
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where V; is the long-term velocity, Im means imaginary part
and w = 2& The parameters pv and yv are given by Eq. (2):
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where 7 is the steady-state shear stress, i is the steady-state fric-
tional coefficient, d. is the critical slip distance, a and b are rate-
state-dependent frictional parameters,o, is the effective normal
stress, u, is the frictional coefficient. V, is the reference velocity,
T, is the external shear stress and o, is the external normal stress
applied to the system, q is the non-dimensional frequency, k. is
the critical stiffness, k is the stiffness of the slipping patch, o is
the Linker and Dieterich constant (Perfettini et al., 2001), T is the
period of the external perturbation and T, is the critical period of
the external perturbation.

In fact, when we implement the model, the following parame-
ters are known a priori: T, Vi, o1, 71 and k. Indeed, the long-term
velocity V; is known. The period T of the external perturbation is
known and the amplitude of the resulting stress changes ¢; and
7; evaluated on the fault plane can be reasonably estimated. If
the dimension of the slipping zone is R, then the corresponding
stiffness is of the order of Eq. (6)

G
k=22 (6)
where G is the shear modulus, R is the dimension of slipping patch
and y = 7% for circular cracks (Eshelby, 1957). The parameters that
remain unknown are q, b, d., 0., 1, and o. Moreover, it is important
to note that in rate-and-state friction, the parameters a and b
always appear multiplied by the normal stress so that they cannot
be derived independently from o.. The parameter that accounts for
the normal stress changes on the friction coefficient can be
neglected (o = 0) or set to the value o=~ (Perfettini and
Molinari, 2017). Therefore, significant resonance amplification only
occurs when the denominator of Eq. (2) is close to 0 and this
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quantity is independent of the parameter «. Therefore, the parame-
ter o is not relevant when considering strong resonance amplifica-
tion. As a result, the proposed model essentially depends on the
following parameters in Eq. (7):

o=t
A=ao, )
dcae(ﬁe‘c

where ¢ is the ratio of the difference between the frictional param-
eters b and a and frictional parameter a, A is the normalized litho-
static pressure,d. is the critical slip distance,e, is the ratio of
external normal stress to effective normal stress and €, is the ratio
of external shear stress to steady-state shear stress. Further, to
quantify the physical parameters of the resonance destabilization
model, the common practice, the resonance phenomenon will be
efficient when k ~ k. and T ~ T,. Using Eq. (5) together with Egs.
(6) and (7), we have the Eq. (8):

d
0 } )

where R. is the dimension of the patch of critical stiffness k. (or
nucleation size, e.g., Rice, 1993) and must be seen as the character-
istic size of the resonating area. So, we look for the set of parameters
(A, &, d.) that verify Eq. (8). When applying the model to natural/the-
oretical observations, three unknown parameters have to be
inferred, assuming the values T ~ T. and R ~ R, given by the obser-
vations making the solutions not unique. Introducing the phase lag
is not of interest as it would imply introducing two additional
parameters (€, and €;) to the problem, making the problem even
more undetermined.

Therefore, to characterize the resonance destabilization process,
the three parameters to be inverted are ¢, d., and A. Their values are
constrained by the two important parameters T and R, the period of
the forcing term and the size of the resonating region, respectively.
The other constants of the model are y = % and shear modulus, G,
which has considered as 30 GPa. We allow parameter A to span a
large range of permissible values, varying from 10~° pgZ Pa to
pgZ Pa, considering the density of the crustal rock (p) 3000 kg/
m?3, gravity (g) as 9.8 m/s% For each value of A, the parameters &
and d. are found by minimizing the cost function C, which can be
expressed by Eq. (9):

_Ja=B -k
C= \/ 5 9)

The cost function (C) has minimized using MATLAB’s routine
fminsearchbnd  (https://fr.mathworks.com/matlabcentral/fileex-
change/8277-fminsearchbnd-fminsearchcon) with d. being
allowed to vary from 10~® m to 0.1 m and ¢ from 107> to 10. We
have implemented this resonance destabilization model under
rate-and-state frictional formalism, to address the contrast of seis-
micity modulation between plate boundary and stable plate inte-
rior’'s domain associated seismogenic faults system in response to
periodic stress perturbations. The above derivation related to the
fault resonance model has been presented in the supporting
documents.

I~

T. ~
R: ~

B Iy
N

4. Results
4.1. Theoretical model predictions for seismicity modulation
To present theoretical model predictions and their contrast in

seismicity modulation in diverse tectonic settings, under the
rate-and-state friction-dependent resonance destabilization (as
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described in Section 3), some physical parameters play an impor-
tant role. Those physical parameters are long-term plate motion
velocity in diverse types of tectonic settings (Vy), specific periods
for modulation (T), length of the modulating fault patch or dimen-
sion of the slipping zone (R), and depth range of the modulation in
the crust (Z). In Figs. 2, 4, and 6, we have systematically varied V,, T,
R, and Z, under the realistic ranges of those physical parameters.
We considered long-term plate motion velocity (V;) ranges from
107! to 10> mm/yr, which covers the overall entire global range
of plate motion velocity (or tectonic loading rate of the seismo-
genic faults) in a diverse types of tectonic settings. According to
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the classification of tectonic settings (Gordon, 1998; Zatman
et al., 2001), we have considered stable plate interior domains
(Vr = 0.01-2 mm/yr), diffuse deformation boundary (V; = 2-16 m
m/yr) and relatively faster-moving plate boundary (V, = 12-100
mmy/yr) depending upon variation in long-term plate motion veloc-
ity. We considered time periods for modulation (T) ranging from
1073 to 10 years that include all different types of exogenous har-
monic stress perturbations process. It includes all tidal (i.e, semid-
iurnal, diurnal and fortnight constituents), semi-annual
(T =6 months), annual (T = 1 yr), pole tide (T = 14 months) and pole
wobble frequency (T = 6.4 yr). These are the only natural harmonic

Fig. 2. Variation of the Fault resonance parameters that are estimated from the resonance destabilization process under rate-and-state dependent friction. The fault
resonance parameters ¢, & and cost function C are estimated from the resonance destabilization process by varying period of external stress perturbation (T) and velocity of
the faults (V;), assuming the length of the modulating fault patch or dimension of the slipping zone (R) as 1 km and depth of the seismicity (Z) as 5, 10 and 35 km respectively.
The grey line demarcated the possible resonance destabilization zone to not possible resonance destabilization zone. It is clearly observed that short period modulation in the
plate interior region is absent. Note that resonance destabilization occurred, when the critical period of external stress perturbation (T.) is nearly equal to the period of
external stress perturbation (T), The critical dimension of the slipping zone (R,) is very close to the dimension of the slipping zone (R) and cost function C should be close to

zero. A detailed explanation has been provided in the text (Section 4.1).
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Fig. 3. Variations of the best-fit parameters of ¢, d., TT % and C as a function of the A parameter for a time period and velocity corresponding to P; and P, points, respectively
(marked in Fig. 2). Where ¢ is the ratio of the frictional parameters a and b, d. is the critical slip distance, R. is the critical dimension of the slipping zone, R is the dimension of
the slipping zone, T, is the critical period of external stress perturbation, T is the period of external stress perturbation, and C is the cost function. The best-fit model
corresponds to the red square and the blue circles define the range of acceptable models. Note that in the above two cases, the seismicity could be modulated by the
resonance destabilization process for P, point in T vs. V, spatial domain (T = 1 yr, V; = 3 mm/yr), however, such modulation is lacking for P; point (T = 0.002 yr, V; = 0.3 mm/yr).
Note that resonance destabilization occurred, when the critical period of external stress perturbation (T;) is nearly equal to the period of external stress perturbation (T), The
critical dimension of the slipping zone (R.) is very close to the dimension of the slipping zone (R) and cost function C should be close to zero.

stress perturbation factors that act on the brittle crust for seismic-
ity modulation. Further, the length of the modulating fault patch or
dimension of the slipping zone (R) varies from 1 km to 150 km in
our simulation. In addition, the depth range of the seismicity mod-
ulation in the crust (Z) considers from surface to 35 km, as most of
the seismogenic fault systems are associated with the crustal
range.

Considering the above ranges of physical parameters in the res-
onance destabilization model, we have systematically tested the
possibilities of the seismicity modulation process in V; vs. T spatial
domain (Figs. 2, 4, 6). To characterize the external stress perturba-
tions induced resonance destabilization into our theoretical mod-
els, it must satisfy three criteria. The time-period of excitation (T)
must be close to the critical period of excitation (T), the length
of the fault patch (R) must be close to the critical length of fault
patch (R.), and finally, the cost function (C) should be close to zero.
Therefore, resonance destabilization domains in the spatial plots
are characterized by I — 1,% — 1, and C - 0, and based on that,
we have demarcated spatial domains in each V; vs. T pots (i.e.,
marked by gray lines in Figs. 2, 4, 6). From this systematic analysis,
it has been noted with an increasing dimension of the slipping
zone (R) and depth range of the seismicity modulation in the crust
(2), the effective area of resonance destabilization domain gradu-
ally shrinks (i.e., decrease the area), with a gradual expansion of
the non-resonance area in the each V; vs. T spatial pots (Figs. 2,
4, 6). More explicitly, relatively short-period modulation (e.g.,
semidiurnal, diurnal and fortnight tidal constituents) appears to
be impossible for stable plate interior (V, = 0.01-2 mm/yr) and dif-
fuse deformation boundary (V; = 2-16 mm/yr), under resonance
destabilization process. However, plate boundary region (V; = 1
2-100 mmy/yr) appears to be more susceptible for both short-
period modulation (e.g., semi-diurnal and diurnal tidal
constituents) and long-period modulation (e.g., fortnight tidal
constituents; semi-annual, annual, pole tide, and pole wobble

frequency). Further, we acknowledge that such characteristic fea-
ture remains stable, even if we consider a wide range of variation
for R and Z.

In addition, Figs. 3, 5, 7 show the derived values ¢, d., I, %, and C
as a function of A for the hypothetical points (i.e., P; and P,, marked
in Figs. 2, 4, 6), assuming specific periods (T) and long-term plate
motion velocity (V;), respectively. The best-fit model parameter
corresponds to the red square, and the range of admissible models,
for which the cost function is reasonably small, are shown as blue
circles (Figs. 3, 5, 7). All the figures show that only a limited range
of A yields to low values of the cost function C. From this, it has
been inferred that resonance destabilization and seismicity modu-
lation can be possible for P, points. However, such modulation
appears to be impossible for P; point in T vs. V; spatial domains,
based on the three criteria to satisfy the resonance destabilization
process. We also suggest that laboratory values of rock friction
experiments report a of 107* to 1072 and d. of 10 m to 1072 m
(Marone, 1998). Supplementary data Fig. S2 represents that for
the resonance destabilization process of all presented theoretical
models (Figs. 2, 4, 6), d. has a narrow range of variations, ranging
from 107 m to 10~ m, which is further consistent with the labo-
ratory estimates of this parameter (Marone, 1998).

4.2. Model validation with natural observations

To test the robustness of model prediction of resonant destabi-
lization process, in this section, we have presented model valida-
tion, considering worldwide reports from diverse types of
tectonic domains of seismicity modulation, stress perturbation by
wide ranges of natural harmonic forcings. Fig. 8a represents the
global distribution of reported seismicity modulation (including
stable plate interior to plate boundaries) in response to various
external stress perturbation and further projected over V; vs. T
spatial domain (Fig. 8b), considering specific time-periods (T) and
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Fig. 4. Variation of the Fault resonance parameters that are estimated from the resonance destabilization process under rate-and-state dependent friction. The fault
resonance parameters T,/T, %, and cost function C are estimated from the resonance destabilization process by varying periods of external stress perturbation (T) and velocity
of the faults (V;), assuming the length of the modulating fault patch or dimension of the slipping zone (R) as 50 km and depth of the seismicity as 5, 10 and 35 km respectively.
The grey line demarcated the possible resonance destabilization zone to not possible resonance destabilization zone. It is clearly observed that short period modulation in the
plate interior region is absent. Note that resonance destabilization occurred, when the critical period of external stress perturbation (T.) is nearly equal to the period of
external stress perturbation (T), The critical dimension of the slipping zone (R;) is very close to the dimension of the slipping zone (R) and cost function C should be close to

zero. A detailed explanation has been provided in the text (Section 4.1).

long-term plate motion velocity (V) respectively. From these nat-
ural observations, it has been inferred that the relatively short-
period modulation appears to be impossible for stable plate inte-
rior and diffuse deformation boundaries, whereas the long-period
modulations appear to be more susceptible. However, the plate
boundary regions (i.e., V; > 10-12 mm/yr) are susceptible to both
short-period and long-period modulation processes. This charac-
teristic contrast in seismicity modulation appears to be a good
agreement with the theoretical model prediction, which has been
inferred from the resonance destabilization process.

Although this hypothesis can be challenged for shorter-periods
(e.g., semi-diurnal, diurnal, fortnight, etc.) modulation, as most of
the worldwide plate-boundary domains lie along the ocean-land
boundary where stress on the interplate fault planes are more
due to ocean-tidal loading than the solid-earth tide. On the other
hand, only solid-earth tide works for intraplate faults, and this
might make apparent insensitivity of intraplate earthquakes to
short period tidal stress. However, in response to this argument,
we have suggested the following explanation by considering
different natural cases. From resonance destabilization model
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Fig. 5. Variations of the best-fit parameters of ¢, d, 77 % and C as a function of the A parameter for a time period and velocity corresponding to P; and P, points, respectively
(marked in Fig. 4). The best-fit model corresponds to the red square, and the blue circles define the range of acceptable models. Note that in the above two cases, the
seismicity could be modulated by the resonance destabilization process for P, point in T vs. V; spatial domain (T =1 yr, V; = 40 mm/yr), however, such modulation is lacking

for P; point (T = 0.003 yr, V; = 0.3 mm/yr).

(i.e., theoretically, under laboratory-based investigation and natu-
ral case study (Perfettini and Schmittbuhl, 2001; Perfettini et al.,
2001; Boettcher and Marone, 2004; Lowry, 2006; Panda et al.,
2018; Panda et al., 2020), it has been established that a very small
insignificant amount external stress perturbation can destabilize
the seismogenic fault systems and enter into a stick-slip domain.
It has been reported that the annual hydrological load-induced
stress is of the order of a few Pa to kPa and is well capable of mod-
ulating seismicity in low-strain stable plate interior (Craig et al.,
2017) as well as in the plate boundary regions (Lowry, 2006;
Panda et al., 2018). Therefore, we argue that amount or magnitude
of purebred stress or its slight variation may not contribute much
to this process.

Moreover, the well-established region like the Koyna-Warna
seismic zone (Gupta, 2002), located on the western coast of stable
peninsular India (Fig. 9a), can be considered as stable plate interior
domains. Interestingly, it has been noted that the seismicity asso-
ciated with Koyna-Warna seismic zone exhibits significant annual
and semi-annual periodicity, and that has linked to the periodic
reservoir water level fluctuation (Yadav et al., 2015), however
short-period tidal periodicity (i.e., diurnal and semi-diurnal tidal
constituents) is lacking (Fig. 9b,c). Although this stable plate inte-
rior region is located close to the coast in the open ocean, we
should expect short-period tidal modulation of semi-diurnal (or
diurnal) constituents as perturbed ocean-tidal loading stress is
higher. However, such short-period tidal modulation is lacking in
this region. We have also observed that the smaller magnitude
level of seismicity (M 2-3) exhibits strong annual and semi-
annual periodicity, whereas the seismicity of relatively larger mag-
nitude (M > 3) does not show any such periodicity (Supplementary
data Fig. S3). Further, in order to show the degree of correlation
between the seismicity and reservoir load-induced stress perturba-
tion, we have divided the seismicity catalogue magnitude wise and
estimated the percentage of excess value (Ng). The N, value is
defined as the difference between the actual and total number of

events divided by the total number of events (Cochran et al.,
2004; Thomas et al., 2009):

1
No, = New —zNeat 40 (10)
Ntotal

where, Ny, is the number of events occurring during the encourag-
ing loading period with phase (6) of 90° < 6 < 270° (Cochran et al,,
2004; Fig. 9e, Supplementary data Fig. S4) and N is the total
number of events. From this analysis, we have observed that the
smaller magnitude level of seismicity (M 2-3) exhibits a strong cor-
relation with the reservoir load-induced stress perturbation
(Nex = 9%), however, the seismicity of relatively larger magnitude
(M > 3) shows a very weak correlation with the stress (Nex = —1.4%)
(Fig. 9f, Supplementary data Fig. S5). Moreover, the New Madrid
Seismic Zone in the central United States is probably one of the
well-monitored seismically active plate-interior regions that have
witnessed several significant earthquakes, including a devastating
1811-1812 earthquake sequence (Calais et al., 2010, 2016). The rate
of micro-earthquakes in the New Madrid Seismic Zone has been
correlated at annual and multi-annual timescales with periodic
hydrological surface loading in the upper Mississippi embayment
(Craig et al., 2017). However, it does not exhibit any short-period
tidal modulation (i.e., semi-diurnal or diurnal constituents). In con-
trast, well-monitored non-volcanic tremor patches associated with
the Cascadia subduction zone close to Vancouver Island (e.g. of clas-
sical plate boundary region), strongly modulated by both tidal load-
ing (van der Elst et al., 2016) and annual hydrological loading
(Pollitz et al., 2013). These observations are complemented with
our theoretical model prediction under the resonance destabiliza-
tion process (Fig. 8b, circular symbols 8, 1, 3 for Koyna-Warna seis-
mic zone, New Madrid Seismic Zone, Cascadia, respectively).

Although the concept of tidal triggering was established more
than a century (Schuster, 1897), even then, in many case studies
of large samples of continental micro-seismicity, no significant cor-
relation with tidal forcing has been reported (e.g., Heaton, 1982;
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Fig. 6. Variation of the Fault resonance parameters that are estimated from the resonance destabilization process under rate-and-state dependent friction. The fault
resonance parameters T,/T, % and cost function C are estimated from the resonance destabilization process by varying periods of external stress perturbation (T) and velocity
of the faults (V;), assuming the length of the modulating fault patch or dimension of the slipping zone (R) as 150 km and depth of the seismicity as 5, 10 and 35 km
respectively. The grey line demarcated the possible resonance destabilization zone to not possible resonance destabilization zone. It is clearly observed that, short period
modulation in the plate interior region is absent. Note that resonance destabilization occurred, when the critical period of external stress perturbation (T.) is nearly equal to
the period of external stress perturbation (T), The critical dimension of the slipping zone (R.) is very close to the dimension of the slipping zone (R) and cost function C should

be close to zero. A detailed explanation has been provided in the text (Section 4.1).

Vidale et al., 1998). Based on the analysis of a large global dataset
of ~442,412 events, Métivier et al. (2009) argued for a significant
tidal triggering signal that has enhanced for smaller magnitude
and shallower earthquakes. In that context, we argued that net-
work geometry and completeness of earthquake catalog with
lower magnitude thresholds also play a significant role in detecting
seismicity modulation. Investigations based on laboratory and
rate-and-state friction study argue that tides and seismicity have

strongly correlated if the nucleation duration of a seismic event
is close to the period of the tidal forcing (Lockner and Beeler,
1999; Beeler and Lockner, 2003; Perfettini and Schmittbuhl,
2001; Ader et al., 2014). Based on laboratory studies, it has been
further argued that the link between tidal stress amplitude and
correlation with the earthquake triggering is relatively complex
and a non-linear process (Rydelek et al., 1992; Lockner and
Beeler, 1999; Beeler and Lockner, 2003).
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Fig. 7. Variations of the best-fit parameters of ¢, d., X, % and C as a function of the A parameter for a time period and velocity corresponding to P; and P, points, respectively
(marked in Fig. 6). The best-fit model corresponds to the red square, and the blue circles define the range of acceptable models. Note that in the above two cases, the
seismicity could be modulated by the resonance destabilization process for P, point in T vs. V; spatial domain (T = 1 yr, V; = 0.5 mm/yr), however, such modulation is lacking
for P; point (T = 0.002 yr, V; = 2 mm/yr).

Fig. 8. Diversity in seismicity modulation observed in the worldwide plate boundary and plate interior domains. (a) Represents global distribution of seismicity modulation
in a diverse type of tectonic setting and (b) comparison with theoretical model prediction related to resonance destabilization process. The different colour dots represent
various observed seismicity modulation in worldwide. The different colour lines are obtain from the resonance destabilization model by varying periods (T), long-term
velocity (V.), assuming dimension of the slipping patch (R) 1, 50 and 150 km and depth of seismicity (Z) about 5, 10 and 35 km respectively. Note the overall absence of tidal
modulation in the plate interior region. Nos. 1-27 represent various natural examples considered for complementing and validation for the resonance destabilization model.
[1- (New Madrid Seismic zone), Craig et al., 2017; 2- (Mount Etna), Lambert and Sottili, 2019; 3, 4 5- (Cascadia, Mexico and Bungo channel), Shen et al., 2005; 6- (New Madrid
Seismic zone), Craig et al., 2017; 7- (Aswan), Gahalaut et al., 2017; 8- (Koyan Warna seismic zone), Yadav et al., 2015; 9- (East Africa rift), Xue et al., 2020; 10- (Teheri),
(Chander and Gahalaut, 1996; Gahalaut et al., 2017); 11- (Nepal), Kundu et al., 2017; 12- (Alpine fault), Oestreicher, 2018; 13- (San Andreas), Pollitz et al., 2013; Christiansen
et al., 2007; 14- (Guerrero subduction zone), Lowry, 2006; 15- (Delhi), Tiwari et al., 2021; 16- (San Andreas), van der Elst et al., 2016; 17, 22 & 26- (East Pacific rise), Stroup
et al., 2007; Tan et al., 2018; 18& 23- (Chile subduction zone), Gallego et al., 2013; 19 &24- (San Andreas), Thomas et al., 2009; 20 & 25- (Japan), (Rubinstein et al., 2008); 22-
(Juan de Fuca ridge), Scholz et al., 2019; Sahoo et al., 2021].

5. Discussions and various types of external loading process (e.g., hydrological
load, tidal load, reservoir induced load. snow load, atmospheric

The strength of the seismogenic faults are mainly controlled by load, etc.) (Johnson et al, 2017). Hence, it is important to
the combined effect of tectonic loading of diverse tectonic settings ~ understand the physics of the earthquake to predict the response
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Fig. 9. (a) Spatial distribution of the declustered seismicity catalogue of Mc > 2.0 (shown by yellow circles) from the Koyna-Warna region for the time period of 2005-2013.
White star indicates the location of the M6.3 earthquake along with its focal mechanism solution. The entire zone is divided into three segments based upon the spatial
distribution of seismicity clusters, i.e., Koyna Seismic Zone (KSZ), Warna Seismic Zone (I), and Warna Seismic Zone (II). An inverted white triangle represents the location of
the Koyna and Warna dam sites. The top inset shows the location of the Koyna-Warna region on the Indian sub-continent (taken from (Senapati et al., 2021)). (b, c) Power
spectrum analysis of decluster seismicity catalogue (Mc > 2.0) from the Konya Seismic Zone (KSZ) and WSZ (1), respectively. Note that WSZ (I) shows annual and semi-annual
periodicity, whereas KSZ shows semi-annual periodicity but no evidence of annual periodicity. Note that seismicity in WSZ II is mainly related to mining (anthropogenic)
activity. Hence, we have not considered the WSZ Il seismicity in our present study. (d) Schematic diagram showing the variation of reservoir induced normal/shear stress and
the phase associated with it. The yellow star marks one hypothetical earthquake. (e) Reservoir induced normal, shear, and column failure stress (CFS) calculated from water
level variation in the Konya-Warna reservoir. (f) Phase plot between the seismicity and reservoir induced normal shear and CFS. Note the seismicity (M 2-3) showes strong
correlation with the reservoir-induced stress, whereas seismicity (M > 3) does not slﬁw any correlation with the reservoir-induced stress.
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Fig. 10. Cartoon indicates the challenge in understanding seismicity modulation in response to exogenous modulating factors, considering fault interfaces governed by rate-
and-state friction in earthquake physics. The earthquake physics, which predicts how a seismogenic faults system response to an imposed harmonic stress perturbation
history, remains somewhat considered as a grey box. External stress perturbations of varying amplitudes and frequencies (left panel), can cause seismicity modulations that
depend upon the critical time period (T). In the case of plate boundary and plate interior regions, the variation in secular loading rate () and anomalous crustal fluid (Py)
significantly controls the variation and specific periods in seismicity modulations (short or longer periods). Note, In contrast, plater boundary region (i.e., sensitive for both
long-period and short-period seismicity modulation), slowly deforming stable plate interior regions, and diffuse deformation zones appear to be more sensitive for long-
period seismicity modulation in semi-annual, annual, or even multi-annual time scales, however less sensitive for short-period seismicity modulation.

of periodic stress perturbation on a seismogenic fault, which is like
a grey box (Fig. 10). Further, the mechanisms that act on seismo-
genic fault has been well described by the rate-and-state friction
(Dieterich, 1978, 1979; Ruina, 1983), where the seismicity modula-
tions by the external stress perturbations depend upon the period
of external stress perturbation (T) and secular loading rate (Ader
et al.,, 2014). In the case of plate boundary regions, the variation
in secular loading rate is very fast as compared to the plate interior
domain. Therefore, both short-periods and long-period seismicity
modulations are observed in the plate boundary regions (Fig. 10),
whereas in the plate interior domain, only long-period seismicity
modulation is observed (Fig. 10). Moreover, such periodic response
of seismogenic faults has been observed in various laboratory
experiments under variation of harmonic stress (Lockner and
Beeler, 1999; Beeler and Lockner, 2003; Savage and Marone,
2007, 2008). They observed that when the periods of harmonic
stress perturbations are larger than the critical period, the rate of
stick-slip events (i.e., seismicity rate) are directly proportional to
the rate of harmonic stress perturbation (Beeler and Lockner,
2003; Lockner and Beeler, 1999).

Further, the threshold value of the external stress perturbations
is also very important to understand the modulation of the seis-
micity. It has observed the critical threshold for stress perturbation
value about 0.15-0.3 kPa for tides (Thomas et al., 2009), less than
2 kPa for rainfall-induced earthquakes (Hainzl et al., 2006), 0.05-
0.15 kPa/yr for groundwater unloading induced triggering of
2015 Gorkha Earthquake in Nepal (Kundu et al, 2015), 0.1-
10 kPa for seismic waves (Peng et al., 2009; Gomberg, 2010),
0.1-1 kPa for hydrological load-induced non-volcanic tremor along
the Cascadia subduction zone (Pollitz et al., 2013). However, Ziv
and Rubin (2000) have studied the lower threshold value of exter-
nal stress perturbation for the earthquake triggering process and
suggested that, there is no lower threshold exists for earthquake
triggering in central California. Hence, we suggested that a very
small variation of the external stress perturbation may be capable
to destabilized the fault system and entering into the stick-slip
regime by fault resonance process, as well as modulating the
seismicity.

We argue that the tidal induced stress amplitude in plate
boundary regions is much larger than the plate interior region
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due to large ocean tidal loading effect, as most of the plate-
boundary regions are located near to the coastal region. For exam-
ple, the Koyna-Warna seismic zone, which is a well know stable
plate interior region and located near to the western coast of India
(Fig. 9a). Therefore, we should expect short-period tidal modula-
tion (i.e., semi-diurnal, diurnal, fortnight, etc.), since ocean-tidal
loading stress perturbation is significantly larger in this coastal
region. However, such short-period tidal modulation is absent in
this plate interiopr region (Supplementary data Fig. S3, Fig. 9b,c).
In contrast, the seismicity associated with Koyna-Warna seismic
zone exhibits statistically significant annual and semi-annual peri-
odicity (Fig. 9b, d), which is linked to the periodic reservoir water
level fluctuation. Therefore, we suggest that the lack of case study
to support their presence should not be considered as evidence for
their absence.

We also argue that, with a slight variation of fault frictional
parameters, phase-lag between the responses of the critically
stressed faults system and exogenous stress perturbations close
to resonance represents uncorrelated scattering (Perfettini and
Schmittbuhl, 2001), and hence we do not expect seismicity modu-
lation in that case (Supplementary data Fig. S6). Moreover, we can-
not rule out other complex fault-rheological processes, which also
have influenced the seismicity modulation process along seismo-
genic faults. In fact, the post-seismic recovery of locking
(Yuzariyadi and Heki, 2021), the time required for fault gauge
accumulation, time-dependent fault frictional property (Scholz,
1988; Scholz, 1998), the migration of fluids (Kodaira et al., 2004),
and anomalous fluid pressure associated with the seismogenic
fault systems (Dunn et al., 2013; Bisrat et al., 2012; Patro et al.,
2017) cannot be neglected.

6. Conclusions

From this comprehensive study based on resonance destabiliza-
tion model under rate-and-state dependent frictional formalism
and comparison with globally documented seismicity modulation
in wide ranges of tectonic settings (i.e., stable plate interior to rel-
atively faster-moving plate boundary domains), the following key
conclusions are found:
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(i) Stable plate interior regions and diffuse deformation zones
appear to be more sensitive for long-period seismicity mod-
ulation in response to naturally reported harmonic forcing,
while short-period seismicity modulation appears to be less
sensitive in the view of the resonance destabilization model.
However, in contrast relatively faster-moving plate bound-
ary regions are equally susceptible for both short-period
and long-period seismicity modulation processes in
response to stress perturbation from natural harmonic
forcing.

(ii) The magnitude of external stress perturbation or its varia-
tion does not contribute much to the resonance destabiliza-
tion and subsequent seismicity modulation process. Rather
we argued that a very small insignificant amount of external
stress perturbation (i.e., few Pa to kPa order) even could
destabilize the seismogenic fault systems.

(iii) The seismicity modulation in diverse types of active tectonic
settings behaves like a gray box analogy, and the presence of
anomalous crustal fluid, variation in frictional parameters,
background stress level, specific fault rheology, fault gauge
accumulation, etc. can also make the seismic triggering/-
modulation process relatively complex and non-linear. The
mechanism of seismicity modulation deserves much scien-
tific attention in the near future.
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