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a b s t r a c t

The 11 March 2011 Tohoku earthquake was the strongest event recorded in recent historic seismicity in
Japan. Several researchers reported the deformation and possible mechanism as triggered by a mega
thrust fault located offshore at the interface between the Pacific and the Okhotsk Plate. The studies to
estimate the deformation in detail and the dynamics involved are still in progress. In this paper, coseismic
GPS displacements associated with Tohoku earthquake are used to infer the amount of slip on the fault
plane. Starting from the fault displacements configuration proposed by Caltech-JPL ARIA group and Geoa-
zur CNRS, an optimization of these displacements is performed by developing a 3D finite element method
(FEM) model, including the data of GPS-acoustic stations located offshore. The optimization is performed
for different scenarios which include the presence of topography and bathymetry (DEM) as well as med-
ium heterogeneities. By mean of the optimized displacement distribution for the most complete case
(heterogeneous with DEM), a broad slip distribution, not narrowly centered east of hypocenter, is
inferred. The resulting displacement map suggests that the beginning of the area of subsidence is not
at east of MYGW GPS-acoustic station, as some researchers have suggested, and that the area of polar
reversal of the vertical displacement is rather located at west of MYGW. The new fault slip distribution
fits well for all the stations at ground and offshore and provides new information on the earthquake gen-
eration process and on the kinematics of Northern Japan area.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

The growth of Japanese arc has been the result of the subduc-
tion process of the ancient Pacific Ocean floor since the Permian
age. The actual shape is the outcome by the backarc basin forma-
tion in the Tertiary (Taira, 2001). Understanding the dynamic of
the subduction processes is particularly important since it is prin-
cipally along the plate boundaries that the seismic activity is con-
centrated. Monitoring these processes is also a valuable endeavor
in tackling natural hazards and preventing risks for the population.
The dense ground observations provide important data to monitor
the crustal deformation and understand its process, including a
dense GPS network of over 1000 stations and a dense seismic net-
work with more than 1800 stations, together with many other
crustal deformation measurement systems including InSAR, strong
motion, teleseismic and tsunami detection systems.

At 05:46 UTC, 11 March 2011, a strong Mw 9.0 earthquake
struck off the northeastern coast of Honshu, Japan. It was the stron-
gest event in the seismic history of Japan and, for this reason, com-
pletely unexpected. Indeed, in terms of stress release, the catalogue
of historical seismicity of Japan does not include a similar event.
Moreover, no clear signal of preseismic tilt change or preslip was
found (Hirose, 2011). A prediction of a MP 8.0 earthquake, with
an intermediate-term (several years; usually five) narrow-range
(areas of linear dimension 2–3 times the earthquake source zone
size) accuracy, in the area of the M 9.0 Tohoku-Oki event, was
made using a combined algorithm called M8-MSc (Davis et al.,
2012). These pattern recognition methods are based on premoni-
tory seismicity patterns and were designed by the retroactive anal-
ysis of seismicity preceding the greatest (MP 8.0) earthquakes
worldwide (M8 method) or of the regional seismic catalogue prior
to the Eureka earthquake (1980, M = 7.2) near Cape Mendocino in
California (MSc method). The M8 method evaluates, every six
months, the number of earthquakes (seismic flux rate), its
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deviation from long-term trend (differential of rate, i.e. accelera-
tion), the linear concentration of sources and earthquake cluster-
ing. The algorithm MSc provides a second approximation to M8,
and it is applied whenever the seismicity is sufficiently high to
allow the algorithm to be used, strongly reducing the alarm area
to a narrow or exact range. In particular, the MSc method evaluates
the areas where seismicity is high but irregular, interrupted by
short intervals of anomalous quiescence. See Davis et al. (2012)
and the web site http://www.mitp.ru/en/, for more details. The
prediction of a MP 8.0 earthquake was initially announced in
mid-2001 and, successively, in January 2011, only 70 days before
the Tohoku-Oki event, the algorithm detected a small change in
the concentration of sources. It accurately identified the March
11, 2011, magnitude 9.0 Tohoku Earthquake, however it was not
used, in part due to the predictions limited distribution and in part
to the lack of applying existing methods for intermediate-term
predictions which can be used to make decisions for taking actions.

Studies conducted using teleseismic ocean reverberations and
applied to the first 4 s of the event (Chu et al., 2011) suggest that
the Tohoku-Oki earthquake started as a small Mw 4.9 event and
then evolved into a slower extremely large slip event up-dip. The
Japan Meteorological Agency (hereafter JMA) reported the follow-
ing hypocenter location: Lat 38.05�N, Long 142.8�E and depth
24 km (b.s.l.). The results of the CMT analysis indicates a reverse
fault type mechanism with WNW–ESE compressional axis, in
accordance with the direction of the Pacific Plate, which subducts
under the Okhotsk Plate at a rate of about 8–9 cm/year (DeMets
et al., 1990; Wei and Seno, 1998). The event was preceded by a
Mw 7.3 foreshock (38.440�N, 142.840�E on 9 March 2011 at
02:45:20.28 UTC; USGS) and followed by more than 680 after-
shocks estimated by the JMA.

The dynamic of this event has been widely investigated by
many researchers, using different techniques (e.g., http://super-
sites.earthobservations.org/sendai.php). Most of these studies have
focused on finite fault models by inversion procedures (Ide et al.,
2011; Yoshida et al., 2011; Ozawa et al., 2011) or by Bayesian infer-
ence using a large number of forward models (Simons et al., 2011)
in order to infer the location and size of the source. Despite the use
of a large dataset, including GPS (on land and offshore) (Fujita
et al., 2006; Sato et al., 2011; Kyriakopoulos et al., 2013), geological
(Minoura et al., 2001), teleseismic (Chu et al., 2011; Zhang et al.,
2011; Lay et al., 2011a), tsunami (Fujii et al., 2011), strong motion
(Zahradnik et al., 2011), InSAR (Liu and Yamazaki, 2011) or com-
bined techniques (e.g., Ammon et al., 2011; Koketsu et al., 2011;
Yoshida et al., 2011; Yokota et al., 2011; Kobayashi et al., 2011;
Gusman et al., 2012; Lee, 2012; Romano et al., 2012; Amici et al.,
2013; Wang et al., 2013) the results are fairly different. Almost
all studies, in fact, agree in describing the Tohoku-Oki earthquake
as an Mw 9.0 event generated on a fault plane located at the inter-
face between the Okhotsk Plate and the subducting Pacific Plate,
but the inferred size, position (e.g., strike, dip and rake) as well
as the way it ruptured and the maximum slip are not the same.
Generally, the fault plane is inferred to have a strike angle between
192� and 202� and a fixed dip angle between 9� and 14�, although
some authors consider also variable angles from 5� up to 20� (e.g.,
Yokota et al., 2011; Gusman et al., 2012).

The inferred size of the fault plane ranges between
300 km � 150 km (mainshock area) to 500 km � 250 km (includ-
ing aftershocks area), while the maximum slip varies between 20
and 60 m. These differences are because inversion procedures
strongly depend on the type and quality of the data used and on
the rheological properties of the medium where the inversion is
performed (e.g., homogeneous half-space versus a heterogeneous
elastic medium).

In this paper, we use, as starting model, the solutions achieved
by Caltech-JPL ARIA group and Geoazur CNRS (hereafter called

‘‘initial solution’’ provided by CJAGC), which give information on
the area and displacement configuration of the fault plane. In par-
ticular, the inferred fault slip distribution allows to fit well the
inland GPS recorded data. For this reason, we use the solution as
a starting point for a new inversion, which includes both GPS
and offshore data, performed through a numerical model based
on the finite element method (hereafter, FEM). Results of inversion
procedures can be in fact improved by using FEM because, under
proper boundary conditions (which depend on the area of study),
finite element models have the possibility of well approximating
the geometry of the plates and of considering how the solution
changes along each part of them as well as evaluating how the
changes in the rheological properties or the presence of the topog-
raphy affect the solution at the surface. Indeed, the finite element
approach allows us to consider a more realistic approximation of
the slip estimation by introducing both lateral and vertical varia-
tions of the elastic properties and the presence of topography
(for other similar studies about large subduction earthquakes see,
e.g., Trubienko et al., 2013).

As well known in literature (e.g., Cattin et al., 1999; Masterlark
2003; Aloisi et al., 2011; Hsu et al., 2011), the simple analytical
model approach (homogeneous, isotropic, Poisson-solid half-space
assumption) has in fact strong limitations and introduces signifi-
cant displacement prediction errors (with respect to measurement
uncertainties). In particular, Cattin et al. (1999) found that rigidity
contrasts, existing within the upper crust can increase the horizon-
tal displacements for a given slip model by up to 40%. Therefore,
avoiding to take into account the effect of an existing low-rigidity
layer leads to an underestimation of the seismic moment release
and produces errors in the estimation of fault depth and slip from
coseismic geodetic data. Masterlark (2003) asserts that the widely
accepted homogeneous, isotropic, Poisson-solid half-space
assumptions poorly approximate subduction zone systems of con-
verging oceanic and continental crust. Hsu et al. (2011) affirms that
topographic effects can be significant near a trench and slip distri-
bution is strongly influenced by 3D variations of material proper-
ties, although the fit to surface observations in the 3D FEM
model could be similar to that from a simple half-space model.
Because of the related complexity, some of these aspects have been
rarely implemented in previous studies.

2. Tectonic setting

The Japanese arc system is rather complex and related to the
interaction of several plates. Five plates are generally identified:
the Eurasia, Amur, Okhotsk, Pacific, and Philippine Sea plates but
the exact shape and margin of these plates are still controversial
(Heki et al., 1999; Jin et al., 2007; Zhao et al., 2011). The 11 March
2011 Tohoku Oki interplate earthquake, a Mw 9.0 event, struck at
05:46:23 UTC off the northeastern Japan coast, where the Pacific
platemovesnorthwestward at a rate of about8–9 cm/year, subduct-
ing beneath northern Honshu island from the Japan trench (Fig. 1).

3. Methods and data

In this section, the methods to develop our FEM model are
described. As aforementioned, the finite fault inversion solution
provided by CJAGC, called ‘‘initial solution’’, (http://www.tecton-
ics.caltech.edu/slip_history/2011_taiheiyo-oki/#slip) is used as ini-
tial slip estimation to be optimized in our model. The ‘‘initial
solution’’ is the result of the inversion of Global Seismographic Net-
work broadband data and GPS data (Ji et al., 2002). The hypocentral
location estimation was based on the JMA estimate (Lat 38.05�N,
Long 142.8�E, depth 24 km, b.s.l.). The dip angle for the slab was
taken from the National Earthquake Information Center (NEIC)
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W-phase solution (dip 9�) and the 1D velocity model was extracted
from the CRUST2.0 global tomography model (Bassin et al., 2000).
To match the orientation of the subduction zone in the area of
maximum slip, a fault strike of 201� was used. The size of the
inferred rupture plane is compatible with the area of aftershock
distribution.

Our FEM approach is divided in two parts. The first is a simple
validation of the FEM reference system. The first test is made in
order to verify if the agreement between the ‘‘initial solution’’
and the surface displacements of GPS stations with respect to the
recorded displacements is still kept in the chosen FEM geometry.
The second part is the optimization of the original slip values on
the mega thrust interface including the information of seafloor
data by five acoustic transponders located near the epicenter.
The aim of this work is to see how the starting solution (‘‘initial
solution’’) changes when offshore displacements data are included
and when the contribution of topography and heterogeneities is
considered and to see how this new slip configuration can be inter-
preted to better understand the dynamic of the subduction process
and the implications on the kinematics of the northern Japan area.

3.1. FEM setup

The FEM model has been developed with the finite element
software COMSOL Multiphysics version 4.3a (http://www.
comsol.com). The computational domain has a size of
800 � 900 � 200 km3, where we included the topography and the
medium heterogeneities. With this choice, our model covers the
area between 137�E and 145.3�E of longitude and 34.4� and
42.3�N of latitude. It includes the northern part of Honshu island
and the southern part of Hokkaido island (Hakodate), together
with the offshore area, along the Japan trench (Figs. 1 and 2). This
ensures that the part of the Pacific slab, to which the fault plane
belongs, is included, as well as the part of the Japan coast where

the chosen GPS stations used for the optimization procedure are
located (Fig. 1). With the aim of verifying if the deformation field
is reproduced with an acceptable accuracy in our numerical
domain, we performed a comparison between the analytical and
numerical displacements evaluating the analytical solution
achieved by a uniform coseismic slip in a homogeneous material
half-space (Okada, 1985), and the numerical one achieved by the
same coseismic slip in a homogeneous FEM domain, with a flat free
surface. In order to properly compare the FEM domain with the
Okada half-space model assumption, we applied an ‘‘Infinite Ele-
ment Domain’’ condition. This approach applies a rational coordi-
nate scaling to a layer of virtual domains, surrounding the
computational domain. The finite elements are stretched in the
normal direction such that the boundary conditions on the outside
of the infinite element layer are effectively applied at a very large
distance from any region of interest. The obtained maximum dif-
ferences between the two solutions, calculated on the free surface,
are of the order of few centimetres.

Inside the domain, a part of the Pacific slab is inserted (Fig. 2).
The shape, limits and orientation of the slab are based on the
results of tomography data of Hasegawa et al. (2005; see profile
e) and Nakajima and Hasegawa (2006) and on the FEM profile
modelled by Suito et al. (2002). The depth of the slab varies from
10 km b.s.l., out of the trench, up to 200 km b.s.l., on the most wes-
tern part. The fault plane considered in our model has the same
position, size, strike and dip angle as suggested by the ‘‘initial solu-
tion’’ (http://www.tectonics.caltech.edu/slip_history/2011_tai-
heiyo-oki/update/static.txt).

The ‘‘initial solution’’ provided by CJAGC is, in particular, the
composition of the displacements of 350 patches (25 � 14), each
having the same size of 25 � 20 km, strike (201�) and dip angle
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fault plane used in our work (dashed rectangle). An overview of Japan with
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(9�), but with different rake. In the FEM model, these displace-
ments are applied to the hanging wall boundary only in the form
of a stationary (instantaneous) prescribed displacement which rep-
resents the abrupt rebound of the continental crust in the post-
locked phase, when the rupture has been generated. In particular,
basing on the rake, the displacement is applied in the two direc-
tions tangent to the fault plane (about N110�E for the dip-slip com-
ponent and about N20�E for the strike-slip component).
Mathematically, this is done through two interpolation functions,
each of which assigns a value of displacement for the above men-
tioned dip-slip and the strike slip components to the (x,y) coordi-
nate of several points in the hanging wall boundary, each of
which located in the same position to the patch centers of the ‘‘ini-
tial solution’’. The values of the dip-slip and strike-slip displace-
ments among the other parts of the hanging wall boundary are
interpolated through the nodes.

Because the displacement of the hanging wall during the
rebound is much faster than the footwall and because we are solv-
ing it with a stationary study, the footwall tangential displacement
can be avoided. However, in order to assure that no interpenetra-
tion of the two parts occurs, a roller condition is applied to the
hanging wall and to the footwall in the form ‘‘u�n = 0’’, where u
denotes the displacement and the vector n is the outward unit nor-
mal to the fault plane. The completion of the necessary boundary
conditions (e.g., Pergler and Matyska, 2007) to properly constrain
the model is finally given by the application of a continuity condi-
tion, this is an internal feature of Comsol, which assures the conti-
nuity of the dependent variables (in terms of the degrees of
freedom at the nodes) over the interface.

The other boundary conditions are set as follows: the domain
top boundary is set as free, the bottom surface at 200 km b.s.l. is
fixed and a roller condition is imposed to the lateral external
boundaries.

The mesh is made up of tetrahedral linear elements and is
refined at the surface and onto the fault plane, in order to improve
the accuracy of the solution. A control of the mesh quality was
made in order to assure a good refinement. The total number of
degrees of freedom is 215, 115 (Fig. 2).

The simulation includes a Digital Elevation Model (DEM) from
(Smith and Sandwell, 1997). The DEM takes into account the Japan
land and the bathymetry (Fig. 2). Data are collected for the area of
interest, re-sampled and interpolated with a 3 km resolution and,
successively, imported into the model in the form of a parametric
surface.

The physical parameters are set in order to consider two possi-
ble types of physical conditions for the domain: (1) a layered veloc-
ity model for the crust down to Moho discontinuity together with
an isotropic ‘‘Preliminary Reference Earth Model’’, hereafter PREM,
(Dziewonski and Anderson,1981) under Moho discontinuity and
(2) a full heterogeneous domain including Moho and Conrad dis-
continuities (Zhao et al., 1992; 1994; 1997; Zhao, 2009).

3.2. FEM reference frame test: the direct model

In order to evaluate the validity of the ‘‘initial solution’’ in our
FEM domain, a direct model is run. In this phase, the ‘‘initial solu-
tion’’ is used as a prescribed displacement onto the fault plane in
the form of two functions (dip-slip and strike-slip components;
opening is prescribed to zero) which interpolate linearly at the
mesh nodes the given slip values of the 350 points provided by
CJAGC. To consider the same conditions used in the finite fault
inversion procedure performed by CJAGC, the DEM is not taken
into account and only laterally homogeneous, elastic parameters
are set in the form of a layered velocity model for the crust above
Moho discontinuity (Table 1) plus the data of the PREM
(Dziewonski and Anderson, 1981) under Moho discontinuity.

The prescribed slip distribution was applied to the fault plane
belonging to the upper crust, generating the displacement of the
surface above the slab. In particular, we look at the coseismic dis-
placements at 377 GPS stations (see Ozawa et al., 2011 – supple-
mentary information, table S1) and compare the numerical
results to the recorded ones (Figs. 3a and b). The general accor-
dance between the FEM and recorded GPS vectors, both for the
horizontal and vertical displacements, means that the ‘‘initial solu-
tion’’ is a good starting point even in the FEM setting.

Sea bottom displacements data in five locations around the epi-
center have been published (for details see Sato et al., 2011; refer-
ence point located at Shimosato, see inset in Fig. 1). Even if only
five stations are considered, the contribution of these stations to
the overall displacement pattern is high because their location is
very close to the epicenter, so the inclusion of these stations is very
useful in providing new constraints to quantify the amount of slip
on the rupture plane, where GPS stations cannot measure. For this
reason, offshore measurements data have been included also in
other recent works (e.g., Grilli et al., 2012; Gusman et al., 2012;
Iinuma et al., 2012).

We first checked if the ‘‘initial solution’’ is capable of predicting
the offshore displacements. The comparison between the displace-
ments at the five acoustic transponders offshore obtained from the
‘‘initial solution’’ and the recorded data shows a big disagreement
(see Table 2 and, for more details, Paragraph 3.4).

Consequently, the slip distribution provided by the ‘‘initial solu-
tion’’ is not suitable to explain the offshore displacements. There-
fore, this fault slip distribution needs to be improved in order to
match the displacements offshore too.

In our work, an optimization procedure is performed with a
highly realistic FEM model which, as said before, can take into
account both for the topographic relief and for the medium heter-
ogeneities, as constrained by tomographic data. The optimization
method is based on the SNOPT code (Gill et al., 2006), directly
implemented in COMSOL Multhiphysics software. It can be used
to solve shape, size, and topology optimization problems, as well
as inverse problems such as parameter estimation. In particular,
the Optimization Module computes the analytic sensitivities of
an objective function to the design variables, considers any con-
straints imposed upon the problem and uses a gradient-based opti-
mization technique to find the optimal FEM solution. To compute
the gradient efficiently an adjoint method is then used.

3.3. FEM optimization setting

The GPS coseismic displacement, for 377 ground stations plus 5
offshore acoustic transponders, are imposed in the form of an
objective function applied only to the top boundary of the FE
domain (the free surface), so the objective equation (A.5), reported
in the supplementary materials, reduces to the term Q2 which has
the following form:

Q2 ¼
Z
X
q2dX: ð1Þ

where

q2 ¼
ðu�u obsðx;yÞÞ2þðv�v obsðx;yÞÞ2þðw�w obsðx;yÞÞ2

r0
ð2Þ

Table 1
Seismic velocities and density values for the layered velocity model of the crust.

vp (km/s) vs (km/s) Density (g/cm3) Thickness (km)

4.40 2.510 2.0 4.0
6.00 3.460 2.6 10
6.70 3.870 2.9 16
7.70 4.500 3.3 22.5
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In particular, u_obs(x, y), v_obs(x, y) and w_obs(x, y) are func-
tions which interpolate linearly the values of each component x,
y, and z of the recorded displacements at the free surface computed
numerically (u, v, w), as consequence of the previously prescribed
displacements, applied to the fault plane. The value r0 (0.1 m) is
the mean standard deviations between the ground stations and
the offshore stations. As previously mentioned, the starting slip
configuration used on the fault plane is the one that corresponds
to the ‘‘initial solution’’ which considers the fault plane as formed
by 350 sub-faults with different rake (see Paragraphs 3.1 and 3.2).
The total displacement of each sub-fault is then decomposed in the
two directions tangent to the fault plane in the form of two func-
tions dip-slip(x, y) and strike-slip(x, y) which interpolate the 350
values with respect to the respective directions (about N110�E
for dip-slip and N20�E for strike-slip). As said before, no normal
components are considered, because the focal mechanism shows
a governing dip inverse slip. To optimize the initial slip configura-
tion, the functions dip-slip(x, y) and strike-slip(x, y) are multiplied
by two dimensionless control variables called v1 and v2, respec-
tively. The role of these two variables is to drive the displacements
onto the mesh nodes in order to minimize the Eq. (2). In particular,
for each mesh node, SNOPT finds, the optimal value for v1 and v2,
while an interpolation is made between the nodes. The values of
dip-slip(x, y) and strike-slip(x, y), extrapolated by the ‘‘initial solu-
tion’’ and multiplied by v1 and v2, represent the new optimized
coseismic displacement. The starting value of v1 and v2 is 1 and
then is automatically adjusted, where the slip configuration needs
to be changed, among these ranges:

0 � v1 � 2
�2 � v2 � 2

ð3Þ

The choice of the lower and upper values for v1 and v2 are gen-
erally arbitrary but a better choice is necessary to avoid wasting
computational time, optimizing on big ranges. Because the fault
mechanism is principally inverse and the hanging wall moves
mainly towards about N110�E direction, only positive values have
been assigned to the dip-slip component up to +2 (double displace-
ment) while positive and negative values are given for the strike-
slip component, because the rupture broke in two opposite
directions. Considering a range which covers up to a double value
of displacement with respect to the starting displacement configu-
ration of the ‘‘initial solution’’, we conjecture that the chosen con-
straints are reasonable. Finally, in order to avoid underdamping of
the solution (big oscillations of the displacement field variable over
short distances), we included two additional constraints, one for
each of the gradients of v1 and v2. The additional constraints are
defined over the fault plane in terms of the following constraint
expressions:

dtangðv1; xÞ þ dtangðv1; yÞ ð4Þ
and

dtangðv2; xÞ þ dtangðv2; yÞ ð5Þ

Where (4) and (5) are the linear combinations, with respect to x and
y direction, of the tangential differentiations of the two control vari-
ables ‘‘v1’’ and ‘‘v2’’, respectively. The chosen lower and upper
bounds for these expressions are ±5.0E0�5 for the expression (4)
and ±2.5E�05 for expression (5). These values have been chosen
after examination of the trade-off curves comparing model variance
and data standard deviation for different damping values (Fig. 4)
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Fig. 3. (a) Comparison between the observed and the modelled horizontal displacement vectors at GPS stations for the direct FEM model. (b) Comparison between the
observed and the modelled vertical displacement vectors at GPS stations for the direct FEM model.

Table 2
Comparison between observed and modelled (direct FEM model) coseismic displacements at offshore stations (values are in meters).

Station dx Observed dy Observed dz Observed dx FEM direct dy FEM direct dz FEM direct

MYGI 22.32 �9.93 3.14 19.24 �3.53 1.12
KAMN 14 �5 1.61 17.52 4.83 3.18
KAMS 21 �9 1.49 22.63 2.70 2.79
MYGW 14 �5 �0.78 13.72 �3.83 2.25
FUKU 4 �2 0.86 5.81 �4.26 �0.56

F. Pulvirenti et al. / Physics of the Earth and Planetary Interiors 237 (2014) 25–39 29



and following the approach proposed by Eberhart-Phillips (1986);
see also Aloisi et al. (2002).

After setting the optimization, a sensitivity test, in order to
check that the PDE model and the optimization variables are set
up correctly was also performed.

3.4. Performed models

Three simulations are performed, in order to evaluate how the
fault slip distribution of the ‘‘initial solution’’ changes when co-
seismic displacements are optimized for the GPS stations and the
acoustic transponders together, with respect to different rheologi-
cal properties and the presence of topography and bathymetry. As
mentioned before, two different physical configurations are con-
sidered: (1) a stratified model (layered velocity model with isotro-
pic PREM) and (2) a full heterogeneous domain where precise vp
and vs seismic velocities data are used. Moreover, the presence of
the DEM is also considered.

The first simulation is the optimization of the ‘‘initial solution’’
adding the data of the 5 acoustic transponders to the previously
used 377 GPS inland stations. In this case, a stratified model with
no DEM, like the one used by CJAGC has been considered. This con-
figuration is used to see how the slip distribution given by the ‘‘ini-
tial solution’’ changes only for the presence of the acoustic
transponders, which drive the displacements around the earth-
quake epicenter (compare ‘‘a’’ and ‘‘b’’ parts in Fig. 5).

In the second simulation, a full heterogeneous model is consid-
ered without DEM. In this case, we use the vp and vs seismic veloc-
ity data of Zhao (2009) by which a 3-D P-wave velocity distribution
beneath the Japan Islands have been obtained by a simultaneous
inversion of arrival time data from local, regional and teleseismic
events and in which Moho and Conrad discontinuities profiles
are also included (Zhao et al., 1992). In our manuscript, the elastic
parameters are estimated from these data by using the density-
wave velocities empirical laws of (Christensen and Mooney,
1995) and, in particular, the linear velocity-density regression line
parameters set for all rocks up to 50 km depth (see their Table 7).
The parameters at 50 km are ascribed to the underlying domain.
Data files are sorted by depth in 9 levels (0, 10, 25, 40, 65, 90,
120, 160 and 200 km, b.s.l.) for each parameter (density, Young’s
modulus and Poisson’s ratio) and then re-sampled in a 3 km grid

to acquire the variation of density, Young’s modulus and Poisson’s
ratio inside the domain (a sample in Fig. 6). The values at interme-
diate levels are an interpolation of the principal ones.

The final simulation considers the heterogeneous case with the
DEM. When the DEM is added, the objective function is referred to
the parametric surface while the variables are defined on the unde-
formed fault plane, whose position and angle are fixed a priori. In
this case, all the stations displacements are evaluated at their real
heights, both at ground and offshore on the sea bottom.

3.5. Reliability of inversion

Checkerboard tests were performed to quantify the resolution
of our results and to study the contribution of the topography,
the 3D heterogeneities and, finally, of onshore and offshore geo-
detic data (e.g., Aloisi et al., 2002; Yokota et al., 2011;
Kyriakopoulos et al., 2013). We used two different checkerboard
inputs: (1) 5 � 3 patches with slip 0 or 20 m; (2) 10 � 4 patches
with slip 0 or 1 m. We generated synthetic datasets for the check-
erboard slip distribution shown in Fig. 7a and d. Successively, these
synthetic datasets, randomly perturbed according to the uncertain-
ties of the experimental data, were inverted using the same param-
eters as those for our inversions. We obtained that SNOPT
algorithm is able to find the same slip distribution almost indepen-
dently of the complexities that we use. In particular, it obtains a
slightly better result when we consider the 3D heterogeneities in
our model (reconstruction of patches 0.2%, that is 336 km2, more
than the stratified layered velocity model). The better performance
obtained by SNOPT in the heterogeneous case demonstrates the
importance of using a more realistic model, especially in a case
as Tohoku-Oki earthquake, occurred in an area where strong 3D
heterogeneities are present (Fig. 6). Moreover, it demonstrates
the power of SNOPT to work also in very complex problems.

Regarding the contribution of both geodetic data on the resolu-
tion of estimated slip values (Fig. 7), adding the offshore data, we
obtain an increment of patches reconstruction of about 10% (equiv-
alent to 16,800 km2), in both the checkerboard tests. In particular,
the addition of seafloor geodetic data increases the resolution in
the central sector of our fault model, near the trench. This result
demonstrates the importance of the use of offshore data in the eval-
uation of the slip distribution. We retain that the sector of good res-
olution covers the zone where we obtain some important results.

4. Results

One of the main results of our investigation is showed in Fig. 5.
Parts ‘‘a1’’ and ‘‘b1’’ show the comparisons between the recorded
and modelled horizontal components of the displacement vectors
at the ground GPS stations and at the offshore stations (acoustic
transponders) for the direct model (‘‘initial solution’’) and for the
optimized model (stratified without DEM), respectively. The com-
parisons of these two models for the vertical component of the dis-
placement vectors at the GPS and offshore stations are instead
shown in Fig. 5, parts ‘‘a2’’ and ‘‘b2’’.

The direct model shows a good general accordance between the
numerical (blue) and recorded (red) horizontal vectors at GPS sta-
tions, but not for the stations offshore, where the modelled vectors
at KAMN, KAMS, MYGY and MYGW stations are about NE oriented
instead of SE oriented, while the vector at FUKU station is oriented
SSE instead of SE. Modelled vertical displacement vectors at KAMN
and KAMS have a larger amplitude than observed ones, as well as
MYGW, which is positive instead of negative and with a big ampli-
tude. Modelled vertical displacement vector at MYGI has a very
small amplitude with respect to the observed one and, at FUKU,
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it shows opposite direction. We refer the reader to Table 2 for a
quantification of these displacements.

Our optimization procedure is able to redistribute the slip onto
the fault plane (Fig. 5, ‘‘b3’’) getting a more adequate estimation
respect to the original one (Fig. 5, ‘‘a3’’). In particular, the displace-
ment of the component dip-slip is now augmented in the most

eastern central part of the fault plane and decreased in the
south-eastern part. This combination fixes the amplitude of the
modelled horizontal vectors in the central part and reduces the
amplitude of the vector at FUKU station. The component strike-slip
is instead greatly reduced, near to zero meters, in order to let the
offshore stations (except FUKU) turn clockwise to match the
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orientation of the observed vectors. In proximity of FUKU station,
strike-slip is instead slightly augmented and the vector turns anti-
clockwise, in order to match the direction of the observed displace-

ment vector. Finally, for the vertical component, the amplitudes of
the vectors at KAMN and KAMS are reduced, the amplitude of the
vector at MYGI is augmented, and the vector at FUKU is now
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reduced even if it remains oriented downward, opposite to the
recorded direction. Similarly, our optimization is not able to find
a negative vertical displacement for MYGW station but the ampli-
tude of the vector at this station is now strongly reduced.

Fig. 8 shows the comparison for the vertical component of dis-
placement vectors at ground and offshore stations for three differ-
ent optimized solutions: (1) stratified with flat surface (Fig. 8a), (2)
stratified with DEM (Fig. 8b) and (3) heterogeneous with flat sur-
face (Fig. 8c). Vectors for horizontal component are not shown
because there are no evident changes for the above cases.

The comparison between Fig. 8a and b allows evaluating the
contribution of the DEM in the optimization procedure. When a
DEM is applied, vectors at two offshore stations are improved. In
particular, the vectors at FUKU and KAMN stations show an
improved fit with respect to the recorded data, while, at the
remaining seafloor stations, the vertical displacement is increased
and, therefore, worsened. It is noteworthy that, in particular, FUKU
shows now a light positive vertical displacement as actually
recorded. The standard deviation for the vertical component is
increased from 0.130 to 0.140. Moreover, the standard deviation

for the horizontal components is also increased from 0.429 to
0.437 (Table 3). Fig. 8a and c show the contribution of the lateral
heterogeneities (Fig. 8c), with respect to the stratified model
(Fig. 8a). A positive contribution of the heterogeneities is found
at MYGW and FUKU stations. For the former, the vector is reduced
while the latter is increased. Vectors at other stations remain
almost unchanged. In general, the use of the heterogeneities
improves the value of the total standard deviation. We obtain a
value of 0.434, smaller than the values obtained in the case strati-
fied with (0.459) or without DEM (0.449), see Table 3. The positive
contributions of the use of the DEM at KAMN station and, in partic-
ular, at FUKU station, showing now a light uplift as actually
recorded, and, moreover, the obtained decrease of the total stan-
dard deviation using medium heterogeneities, prompted us to
evaluate the case of a heterogeneous domain with DEM. Results
for this case in Fig. 9. As expected, in this case, we have both the
advantages of using lateral heterogeneities as well as the surface
relief at some stations (e.g., FUKU shows now a clear uplift as
recorded). In particular, the combined model (medium
heterogeneities with DEM) correctly images all recorded vertical
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displacements at the seafloor stations except at MYGW which is
positive instead of negative. This last result however appears also
in other inversions (e.g., Gusman et al., 2012; Romano et al., 2012).

As can be seen from Table 3 (which summarizes the total, hor-
izontal and vertical standard deviations for all the cases previously
described), the high values of the standard deviation of the direct
model are greatly decreased by all the optimized solutions. More-
over the contribution of the DEM is to improve the vertical compo-
nent at some stations (in particular, FUKU; see Fig. 9) while the
lateral heterogeneities improve the horizontal components as
expected (see Table 3).

The average rake angle from the slip distribution is 88� (Fig. 9)
which is equal to the rake angle at the centroid (see Global CMT,
http://www.globalcmt.org/) and to the rake found in Gusman
et al. (2012). The slip pattern shows two areas with a maximum
value of about 30 meters up-dip the hypocenter (orange star in
Fig. 10b) and near the trench (light grey ellipse in Fig. 10b); these
values are consistent with other results achieved independently by
other researchers (Gusman et al., 2012; Koketsu et al., 2011).

Vertical displacements over the modelled fault plane, at free
surface, are showed in Fig. 11. The maximum vertical displacement
is around 4 m.

Two additional important results can be achieved from the
complete heterogeneous model with DEM. From the results of a
quadruple joint inversion of strong motions, teleseismic, geodetic
and tsunami datasets, Yokota et al. (2011) infer the existence of a
compact shallow rupture northeastwards of the hypocenter, which
may be a usual fault slip (white ellipse in Fig. 10a). Here, we verify
these results with the optimized displacement distribution for the
most complete case (heterogeneous with DEM). The comparison in
Fig. 10 shows that in our model no compact rupture is found to the
east in that area. This result is consistent with the result of Koketsu
et al. (2011) for separate strong motion, teleseismic and geodetic
inversions. Yokota et al. (2011) also make the hypothesis that an
area with inelastic properties should be present southwards of
the compact rupture (blue ellipse in Fig. 10a). This hypothesis
comes from the fact that, in their joined inversion, there is no slip
eastwards of the epicenter (near the trench) as instead the separate
inversion of tsunami data shows. In our model, this area of dis-
placement near the trench is found independently of the use of tsu-
nami data. The presence of a large slip distribution very near to the
trench has been found also by Lay et al. (2011b).

Moreover, considering the opposite polarity of the up-down
component of recorded displacements at MYGY and MYGW
(Fig. 9), Sato et al. (2011) suppose that a polar reversal of the ver-
tical displacements from downward to upward (as expected from
the upper plate rebound) occurs at east of MYGW station. The
hypothesis cannot however be verified directly by them because
of the small number of stations, which represent a poor constraint.
Is also noteworthy to underline that coastal areas that subside dur-
ing the interseismic period (e.g., Suwa et al., 2006) also subsided
during the Tohoku earthquake, therefore the earthquake did not
simply reverse the accumulated interseismic motions. However,
in order to verify the assumption about the boundary of polar
reversal of the vertical displacements, we used the possibility of
FEM to perform a blind prediction in a ‘‘near-real simulation’’, by
looking at the horizontal and vertical displacements offshore, even
in the areas where no stations are present. In particular, using the
result of the optimization with heterogeneities and DEM, we built
a map of these displacements (Fig. 11). The resulting map suggests
that the beginning of the area of subsidence is not at east of
MYGW. In our results, the area of polar reversal of the vertical dis-
placements (PR) starts instead further at west of MYGW. At MYGW
latitude, and considering the length scale of Fig. 11, the distance
between our zero vertical displacement contour line (at west of
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MYGW) and the one supposed by Sato et al. (2011) at east of
MYGW can be estimated to be about 50 km and then we believe
that our result should be taken into consideration. If this is the
case, the downward vertical displacement of MYGW should have
another cause. The results of our model allowed us to identify
the presence of two local anomalous areas (LA in Fig. 11) which
can affect the estimation of the vertical component of displace-
ment for the stations located nearby.

Finally, we tried to extend the blind prediction for the vertical
displacement to the overall area of our model. In this condition,
assuming the overall deformation path to be driven by the opti-
mized solution for the GPS and acoustic stations and considering
that the medium response at surface should reflect the used mate-
rial properties included with the tomography (Young’s modulus,
Poisson’s ratio and density) and the topographic reliefs, the plot
of the contour lines of the zero vertical displacement in the north

Table 3
Comparison of total, horizontal and vertical standard deviations of GPS and acoustic stations for all simulations.

Simulation Total standard deviation Horizontal standard deviation Vertical standard deviation

Direct model 1.113 1.086 0.245
Optimized no DEM 0.449 0.429 0.130
Optimized with DEM 0.459 0.437 0.140
Optimized Heterog. no DEM 0.434 0.414 0.131
Optimized Heterog. with DEM 0.444 0.422 0.137
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Japan area suggest the presence of three distinct sectors: (1) an
inversion of the vertical displacement close to the Japan trench
westward (from negative to positive), (2) the area of the polar

reversal of the vertical displacements previously discussed which
is in correspondence of the North East Japan Arc, and, (3) another
inversion in the area (from positive to negative) at the boundary
between the Ohkotsk and the Amurian Plate where the latter sub-
ducts under the former. The shape and location of this last limit has
been separately confirmed by previous researchers basing on GPS
data (Heki et al., 1999; Jin et al., 2007). We then speculate that
the contour lines with zero vertical displacements are implicitly
describing the response of the medium in zones of transition
where the elastic properties change. All these important results
described above, give a valuable clue on the kinematic of Japan,
in terms of the response of the crust to the subduction process
and may find further confirmation, upon the installation of new
stations inland and offshore.

5. Discussions and conclusions

An optimized 3D finite element model to study the relationship
between the slip distribution at the fault plane and the coseismic
displacements at the surface, during the 11 March 2011 Tohoku
Oki earthquake, has been performed. The model is highly realistic
including the position and rheologies of the Pacific and Okhotsk
plates, a digital elevation model of the free surface (DEM) and
the fault plane, as inferred from CJAGC. The solution of the finite
fault inversion provided by CJAGC, here called ‘‘initial solution’’, fits
well the coseismic displacements at GPS stations in the FEM envi-
ronment, but is not able to fit the displacements at five acoustic
transponders located on the ocean floor, around the earthquake
epicenter (Fig. 5). At offshore stations, modelled vectors show big
differences in terms of amplitude and direction (both for the hori-
zontal and vertical components) with respect to the observed ones.
Starting from the ‘‘initial solution’’, an optimization procedure was
developed with the aim of re-computing the slip distribution on
the fault plane including the offshore data. To take different possi-
ble cases into account, we considered two different rheological set-
tings: (1) a stratified layered velocity model with an isotropic
PREM (which is the same configuration used to infer the ‘‘initial
solution’’) and (2) a highly realistic heterogeneous model which
takes account of precise vp and vs velocities (Zhao, 2009). Both
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these configurations are tested considering or a flat surface or a
DEM (topography data from Smith and Sandwell, (1997)). When
the ‘‘initial solution’’ is used in a direct model, the vectors of the
GPS stations computed numerically show a general good fit with
respect to the observed displacement vectors (Fig. 3). This means
that the absence of lateral variations in the ‘‘initial solution’’ is
not important to describe correctly the deformation path. How-
ever, this is true if only ground GPS stations are considered. Indeed,
(see Table 3), when GPS and acoustic stations are considered both,
the application of lateral and vertical heterogeneities (Optimized
Heterogeneous no DEM) with respect to the vertical heterogene-
ities only (Optimized no DEM) becomes important, since it
improves the Total Standard Deviation and in particular the Hori-
zontal Standard Deviation.

In a first simulation, the original fault slip distribution (‘‘initial
solution’’) has been optimized in the same physical and geometri-
cal conditions used to acquire it (flat surface and stratified vertical
heterogeneous domain). In this case, the optimized solution
already greatly improves all the misfits that the ‘‘initial solution’’
had offshore by creating a new slip distribution onto the fault
plane which tends to enforce the N110�E tangential component
(dip-slip), in the most eastern part, to decrease it in the southeast-
ern part and to strongly reduce the N20�E tangential component
(strike-slip) almost everywhere. The new fault slip distribution still
keeps a good agreement with the ground GPS stations (Fig. 5).

Successively, the DEM was considered. The DEM does not affect
the horizontal component but it is important for the vertical com-
ponent at some stations like FUKU and KAMN (Fig. 8). At the posi-
tion of GPS stations, the DEM does not change the vectors since the
topography in Japan does not have big height variations. On the
contrary, for the offshore stations, which are located at some kilo-
meters below sea level, the use of the bathymetry is essential. It is
found that the vertical vectors at FUKU and KAMN stations show
an improved fit with the recorded data. In particular, FUKU shows
now a light positive vertical displacement as actually recorded
(Fig. 8b). Contrarily, in the optimization without DEM, FUKU sta-
tion showed a downlift (Fig. 8a).

Successively, we considered the contribution of medium heter-
ogeneities with respect to the stratified model. In this case, no DEM
is considered to avoid possible disturbances coming from the use
of the topography. The inclusion of the lateral heterogeneities gen-
erally improves the horizontal component (as can be seen from the
standard deviation with respect to the stratified case – Table 3) and
fixes the vertical displacement offshore for MYGW and FUKU sta-
tions (compare Fig. 8a and c).

Therefore, a complete model including both the medium heter-
ogeneities and the DEM was considered (Fig. 9). This model shows
a good fit between modelled and observed displacements at GPS
and offshore stations and improves further the overall displace-
ment path by decreasing the total standard deviation with respect
to the stratified layered velocity case (Table 3).

Moreover, from the complete model two other important
results are extracted (Fig. 10). The first is the absence of a shallow
compact region northeastwards of the fault plane, considered in
Yokota et al. (2011) but excluded in Koketsu et al. (2011). In
Yokota et al. (2011) an area with inelastic deformation southwards
of the compact rupture is also considered (blue ellipse in Fig. 10a)
to improve the fit of the observed and synthetic tsunami wave-
forms to the level of the separate tsunami inversion. In our result,
instead, this area appears without considering tsunami dataset
(light grey ellipse in Fig. 10b). Moreover, our result (Fig. 10b) is
similar to the slip distribution inverted by Ozawa et al. (2012), that
used also seafloor displacements (see their Fig. 7c). In particular,
the estimated coseismic slip distribution obtained in this study
and by Ozawa et al. (2012) is more consistent with the location
of the 2011 Tohoku earthquake, respect to the result obtained

not taking seafloor deformation into account (Ozawa et al.,
2011). Another important result derives from the map of the over-
all displacement pattern at the free surface (Fig. 11). The map
shows that MYGW station is not located at west of the frontier of
the polar reversal zone (separation between the positive and the
negative vertical displacement; PR in Fig. 11), as hypothesized by
Sato et al. (2011). Indeed, we found the presence of two local
anomalies (LA) whichmay affect the determination of the displace-
ment at MYGW and FUKU. Moreover, we found that the hinge line,
demarcating the beginning of the polar reversal of the vertical dis-
placements, expected from the upper plate rebound, is instead on
the other side of MYGW, at west, and almost coincident with the
Northern Japan Arc position (PR in Fig. 11).

Finally, by performing an overall blind prediction, we checked
for the total (all the top surface of our domain) vertical deforma-
tion pattern and plotted the zero vertical displacement contours
lines. In this case another line appears at west, very close to the
eastern limit of the Amurian Plate, whose shape and location has
been similarly inferred by other researches basing on GPS data
(Heki et al., 1999; Jin et al., 2007). We speculate that the presence
of different material properties at the border between the two
plates (which are included in our model) can explain the observed
zero vertical displacement contour line.

In conclusion, the results previously described give new
insights in terms of the earthquake dynamics, providing a new
image of the fault slip distribution with important suggestions on
the areas most involved by the subduction process. Moreover, a
better view of the kinematic of the north Japan area has been
provided.
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